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ABSTRACT 

 

This dissertation employs photoelectron imaging spectroscopy to explore properties of 

molecular electronic structure of heterocyclic aromatics. First, photoelectron angular 

distributions of these molecules are modeled to gain insight into their stability and 

electronic structure. The model is adapted to include the local charge density of anionic 

aromatics and find trends in photoelectron angular distributions. Applications of this model 

may have the power to predict photoelectron angular distributions from ab initio 

calculations. Second, a photoelectron imaging study of three anion isomers of deprotonated 

isoxazole is presented. Deprotonation at the most acidic position yields the isoxazolide 

anion, but the reaction at another site cleaves the O-N bond and opens the ring of the anion. 

This bond breaking causes a rearrangement of the energies of its electronic states. The 

sensitivity of these competing deprotonation pathways is explored by adjustments made to 

ion generation conditions. Third, a study of bond-breaking probes a covalent bond 

stretched far beyond its equilibrium length. This transient structure has an inherently 

multiconfigurational electronic structure due to the interaction of two unpaired electrons−a 

diradical−over the distance of a few angstroms. This is achieved by attaching an electron 

to isoxazole which populates an antibonding orbital and cleaves the O-N bond. 

Photodetachment of this electron leave the molecule as a diradical with the molecular 

framework holding the two radical centers at a chemically relevant distance. Quantum 

calculations help to distinguish and assign the nearly degenerate electronic states in this 

almost bonded aromatic molecule. Ideas for future study are presented in the final chapter. 
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CHAPTER 1:     INTRODUCTION 

 

The fundamental physics and chemistry of a molecule’s connectivity, stability, and 

reactivity are defined by its electronic structure. Electron interactions drive chemical 

bonding and reactions. As we break or form chemical bonds, the electronic structure gives 

insight into the intramolecular forces that hold molecules together. These interactions are 

crucial to chemistry, as they define the properties of not only stable molecules, but also 

very short-lived, unstable, or transient states. 

In this work we focus on the heterocyclic aromatic molecules as a framework for 

understanding the strength of through-space intramolecular interactions and dependence of 

electronic structure on hetero atom substitution. We probe these fundamental properties 

through photoelectron imaging spectroscopy, which simultaneously provides energetic and 

structural information about unstable and transient neutral structures and their parent 

anions.  

This introduction is divided into three parts, which set up the background information 

for the experimental and theoretical studies in this dissertation. First, we explore the 

chemical and physical problems we can study with heterocyclic aromatics and discuss what 

is known about their chemistry. Second, we outline the photoelectron imaging 

spectroscopy as the primary tool we use in these experiments. Lastly, we detail the analysis 

of photoelectron angular distributions and discuss the models used to probe electronic 

structure.  
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1.1 Heterocyclic Aromatic and Radical Chemistry 

Aromatic molecules have cyclic, planar structures with a delocalized conjugated π system 

from alternating single and double bonds.1,2 The resonance from these alternating bonds 

stabilizes the molecule making it less reactive. Heterocyclic aromatics have one or more of 

the carbons substituted for another element, which lowers the aromaticity and thus the 

stability. Heterocyclic aromatics are frequently used in organic synthesis, pharmaceutical 

production, pesticides, synthetic fuels and much more.3-6 

In this work, we use heterocyclic aromatics because of their electronic structure and how 

that structure reacts to the addition of an electron or the removal of a proton. Several 

heterocyclic aromatic molecules experience bond fission upon electron attachment leaving 

the molecule with an unpaired electron as a radical anion.7,8 The extra electron prevents the 

ring from closing again and stabilizes the molecule. This electron can then be 

photodetached creating a diradical, with the unpaired electrons largely localized near on 

the previously bonded atoms. The intact structure of the remaining ring allows us to study 

interaction of the two radical centers (i) through space, across a few angstroms gap 

resulting from the bond dissociation, and (ii) through the rest of the chemical bonds 

forming the ring-open molecular skeleton. 

Deprotonation of heterocyclic aromatics also initiates interesting chemical interactions. 

Due to their heterocyclic nature, these molecules typically have several non-equivalent 

deprotonation sites. A deprotonation reaction at each of these sites yields a distinct anion 

isomer. Although these anions inherit the closed-shell electron configuration of the parent 

stable molecules, they often open pathways to more complex structures,3,9 many of which 

have not been studied. In particular, some heterocyclic aromatics have been shown to 
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undergo bond fission or fragmentation upon electron capture.10,11 Negative ion 

photoelectron imaging spectroscopy provides access to many metastable or unstable 

neutral or anionic states. The goal of this dissertation is to study bond breaking events in 

heterocyclic aromatics and better understand their electronic structure. 

 

1.2 Negative Ion Photoelectron Imaging Spectroscopy 

Negative ion photoelectron spectroscopy is performed by photodetaching an electron 

from an anion with a photon of known energy. For the electron to be ejected, the photon 

energy must be sufficiently large to overcome the binding energy for that electron. We are 

then left with a neutral molecule and a free electron ejected into the continuum of energy 

states. By the conservation of energy, the photon energy must be equal to the sum of the 

electron kinetic energy (eKE) and the electron binding energy (eBE).12 

  ℎ𝜈 = eKE + eBE. (1.1) 

By using monochromatic light, a measurement of eKE determines the eBE. Because the 

anion is in its ground state this gives the entire spectrum of vibrational and electronic 

energy states of the neutral molecule for which we have enough energy to access as shown 

in Figure 1.2.13 

 Using negative ions for photoelectron spectroscopy has some benefits over neutral 

molecules. The additional electron in an anion is more weakly bound than the electrons of 

a neutral molecule. This allows for the use of visible or near-UV light for photodetachment 

from table-top laser sources as opposed to x-ray radiation needed for photoionization. After 

an electron is photodetached from an anion it interacts with the remaining neutral core. 

This interaction is quite weak compared to photoionization where the core and the outgoing  
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Figure 1.1 Schematic of photoelectron spectroscopy. An anion in its ground electronic and 

vibrational states absorbs a photon of energy hν (blue), which photodetaches an electron. 

The resulting electron is ejected with a kinetic energy of ε (orange) corresponding to the 

difference between the photon energy and electron binding energy (eBE, red). ℎ𝜈 = eBE +

 𝜀. The vertical detachment energy (VDE, light blue) corresponds to the energy gap 

between the anion ground state and the vibrational state of the neutral with the greatest 

Frank-Condon overlap with the vibrational state of the anion. The adiabatic electron 

affinity (EA, green) corresponds to detachment to the ground vibrational state of the 

neutral. The photoelectron energy spectrum corresponding to these transitions is given on 

the left. 
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electron are both charged, which simplifies the analysis for anion photodetachment.14 

Additionally, charged molecules can be easily isolated in the gas phase by their mass to 

charge ratio using a time-of-flight mass spectrometer (TOF-MS). Most importantly, using 

anions allows access very short-lived or unstable neutral states as long as there exists a 

stable anion state. 

Photodetached electrons interact with the electric field of the laser and are ejected in 

preferential directions relative to that vector. The photoelectron angular distribution (PAD) 

reflects the symmetry of the parent orbital from which the electron was emitted.15,16 

Analysis of PADs can help in spectral assignments or even help to resolve some nearly 

degenerate energy states. One of the greatest strengths of photoelectron imaging is the 

ability to simultaneously capture the photoelectron energy spectrum and the angular 

distribution. 

The first two-dimensional imaging experiments were designed in 198717 by Chandler 

and Houston to study photofragments and the technique was later expanded to study 

photoelectrons. Ten years later, the resolution of these experiments was drastically 

improved by the introduction of velocity map imaging,18,19 which focuses all 

photoelectrons with the same velocity vector onto the same position of a 2-dimentional 

detector. In the early 2000s photoelectron imaging began to be applied to negative ions.20,21 

Over the last few years models have been developed to describe the relationship between 

PADs and the molecular orbitals of parent anion from which the anion was ejected.22,23 
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1.3 Modeling of Photoelectron Angular Distributions 

Photoemitted electrons carry information about the electronic states of both the parent 

anion and resulting neutral molecule15,16. The photoelectron angular distribution (PAD) 

results from the interaction with the laser polarization and reflects the properties of the 

molecular orbitals of the anion from which the electron was emitted. The PAD for an 

electron emitted by single linearly polarized light is described by24 

 I(θ) =
σ

4π
[1 + βP2(cosθ)] (1.2) 

where I(θ) is the PAD, θ is the angle between the laser polarization and the photoelectron 

velocity vector, σ is the total photodetachment cross-section, β is the anisotropy parameter, 

and P2(cosθ) = (1/2)(3cos2θ − 1) is the second-order Legendre polynomial. I(θ) is 

always a positive number which means β ranges from -1 for purely perpendicular transition 

to 2 for purely parallel transitions. 

In the case of photodetachment from an atomic anion, the initial state of the electron can 

be described by the orbital angular momentum quantum number, l. A photon carries a 

single unit of angular momentum, which it imparts upon the electron creating an outgoing 

photoelectron wave represented by the superposition of partial waves with angular 

momentum quantum numbers 𝑙 ± 1. The result of this is a PAD with the anisotropy 

parameter described by the Cooper-Zare central-potential formula derived by Bethe25, and 

generalized by Cooper and Zare26,27: 

 𝛽𝑙 = 
𝑙(𝑙−1)𝜒𝑙,𝑙−1

2 +(𝑙+1)(𝑙+2)𝜒𝑙,𝑙+1
2 −6𝑙(𝑙+1)𝜒𝑙,𝑙+1𝜒𝑙,𝑙−1cos (𝛿𝑙+1,𝑙−1)

(2𝑙+1)[𝑙𝜒𝑙,𝑙−1
2 +(𝑙+1)𝜒𝑙,𝑙+1

2 ]
 (1.3) 

In this equation 𝜒𝑙,𝑙±1 are the magnitudes of the radial transition dipole matrix elements for 

the 𝑙 ± 1 partial wave emitted from the atomic orbital with angular momentum quantum 
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number l, and 𝛿𝑙+1,𝑙−1is the phase shift induced by the interaction of the partial waves with 

the remaining neutral atom. 

Evaluation of the transition dipole matrix elements 𝜒𝑙,𝑙±1 can be very challenging. 

Hanstorp et al. proposed an alternative approach14 by assuming the relative scaling of the 

partial wave cross-sections, and thus the transition dipole moment elements, follow the 

Wigner Threshold Law28. This allows us to express the ratio of the transition dipole 

moment elements to be proportional to the electron kinetic energy14,28 

 𝜒𝑙,𝑙+1 𝜒𝑙,𝑙−1 =⁄ A𝑙𝜀  (1.4) 

where A𝑙 is a proportionality constant and ε is electron kinetic energy. The Cooper-Zare 

formula can be rearranged to express β𝑙 in terms of this ratio 𝜒𝑙,𝑙+1 𝜒𝑙,𝑙−1⁄  and simplified 

to allow the calculation of β𝑙 as a function of ε  eKE: 

 β𝑙(ε) = 
𝑙(𝑙−1)+(𝑙+1)(𝑙+2)𝐴𝑙

2ε2−6𝑙(𝑙+1)𝐴𝑙εcos(𝛿𝑙+1,𝑙−1)

(2𝑙+1)[𝑙+(𝑙+1)𝐴𝑙
2ε2]

 . (1.5) 

Even with the Hanstorp approximation, the Cooper-Zare formula can only be used to 

describe emission from atomic orbitals.29 However, there are some molecular orbitals that 

can be approximated by atomic orbitals. For example, the π𝑔
∗  HOMO of O2

− closely 

resembles an atomic d-orbital and it can be modeled well by Equation 1.5 with l=230-32. 

Most molecular systems have orbitals that are considerably more complicated than atomic 

orbitals and thus the Cooper-Zare formula is insufficient to model their PADs. 

Many molecular orbitals can be approximated by a linear combination of atomic orbitals, 

including the common class of spx hybrid orbitals. This motivated the formulation of a 

mixed-character model by our group to express the PAD for s-p hybridized orbitals.22 The 

s-p model applies the same underlying principles as the Cooper-Zare formula applying the 
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central-atom approximation, which considers the s and p functions to be localized in a 

single location in the parent anion. 

The s-p model was first applied to solvated H− and NH2
− anions,33 where the parent anions 

can be well described by s and p orbitals, respectively, and the solvation adds in a 

perturbation, breaking the wavefunction’s symmetry. In the first case, this solvated cluster 

was described by a diffuse 2p orbital added (as a polarization/perturbation term) to the 1s 

orbital of H−. For solvated NH2
−, a diffuse 1s term was added to the anion’s 2p orbital to 

account for the solvation-induced distortion of the parent orbital, resulting in the breaking 

of its odd character. In these initial studies, the change in character of the parent orbitals 

was small and therefore could be modelled as a perturbation of the isolated anion’s state. 

However, it was noted that the derivation of the mixed s-p model did not make any 

assumptions about the relative amplitudes of the s  and p components of the model function, 

meaning that the model itself was not perturbative in nature and could be applied to any 

mixed s-p state, regardless of the relative amplitudes of the s and p contributions.  This 

realization prompted the next application of the model to systems with spx hybrid 

orbitals,34,35 which are particularly ubiquitous in aromatic and heterocyclic compound.  

Similar to the way the Cooper-Zare formula works for atoms, the s-p model describes the 

PAD for detachment from spx hybrid orbitals by using the following formula to describe 

the anisotropy parameter as a function of eKE22,36: 

 β𝑠𝑝(ε) = 
2(1−γp)B1ε+2γpA1

2ε2−4γpA1εcos (δ2−δ0)

γp+2γpA1
2ε2+(1−γp)B1ε

 (1.6) 

where A1 is given by Eq. 1.4 with l = 1, γp is the fractional p-character of the parent anion: 

 ∣ 𝜓𝑠𝑝〉 = √1 − 𝛾𝑝 ∣ 𝑠〉 + √𝛾𝑝 ∣ 𝑝〉, (1.7) 
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and B1 is the relative scaling of the s → p and p → s photodetachment channels, defined 

by: 

 B1𝜀 =
𝜒0,1

2

𝜒1,0
2 . (1.8) 

This model’s application has allowed for the characterization of aromaticity and 

fractional hybridization of several heterocyclic aromatics and allowed for the assignment 

of multiple electronic states in convoluted spectra. 

 

1.4 Conspectus of the Dissertation 

In the following chapters of this dissertation, I present experimental and theoretical 

studies on the electronic structure of heterocyclic aromatics to expand models of 

photoelectron angular distributions and give insight into fundamental physical and 

chemical problems. 

In Chapter 2, the experimental techniques and instrumentation are detailed. The 

chemistry of ion generation and the means of selecting ions of interest are explained. The 

use of laser systems is outlined along with typical operating procedures. Details are also 

given on data reduction and analysis. 

Chapter 3 introduces the models that have been used to describe PADs and serval 

applications of those models. The models are expanded to describe local electron charge 

density at the deprotonation site. Comparisons are drawn between the models to discover 

trends and relate results of ab initio calculations to experimental results. 

In Chapter 4, the chemistry of the deprotonated isoxazolide anion are explained. 

Several isomers due to deprotonation are presented along with some significant changes to 

molecular and electronic structure including the breaking of the aromatic ring. The 
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photoelectron images and energy spectra are given, and electronic states of the 

corresponding neutrals are assigned. 

Chapter 5 presents the results of a photoelectron imaging study of ring-opening in 

isoxazole. The interactions of two unpaired electrons over several angstroms act as an 

‘almost formed’ chemical bond. This transient structure contains several nearly degenerate 

states including a ground state that is stretched far from its equilibrium geometry. 

Comparisons are made to the similar ring-opening in oxazole which produced a 

significantly more congested spectrum. 

The dissertation concludes in chapter 6 with a summary and ideas for future 

photoelectron imaging studies.  
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CHAPTER 2:  INSTRUMENTATION AND EXPERIMENTAL 

DESIGN 

The experiments described here were performed on one of two similar custom-built 

photoelectron imaging spectrometers hereafter labeled as the east37 and west instruments 

based on their location in the laboratory. The west instrument has been described elsewhere 

in detail38 and is comprised of four primary regions of interest: the ion source chamber, the 

Wiley-McLauren time-of-flight mass spectrometer,39,40 the velocity map imaging 

assembly18,19,41 and the reflectron mass-spectrometer.  

In the source chamber, ions are produced by intersection of a gas jet with an electron 

beam42 and cooled in a supersonic expansion. The anions are then repelled down the time-

of-flight mass spectrometer where they separate based on mass and the ion of interest is 

intersected spatially and temporally with a pulsed laser. Photoelectron imaging is 

performed by the velocity-map imaging18,19,41 (VMI) assembly projecting emitted electrons 

onto a position sensitive detector. The reflectron is used to determine the mass of possible 

fragments formed by the laser-ion interaction. The entire instrument is held at varying 

levels of high vacuum by differential pumping. A schematic of the west instrument is given 

in figure 2.1. The east instrument is functionally similar, but without a reflectron and a few 

other differences that will be described later.  

 

2.1 Vacuum System 

The instruments are split into three differentially pumped sections each held at different 

pressures as illustrated in Figure 2.1. Under typical operating conditions (with the source  
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Figure 2.1 A schematic diagram of the photoelectron imaging spectrometer used in this 

work. The experiments were run with the electron gun in two different configurations, 

labeled (a) and (b). In (a) the electron gun or cannon sprayed electrons perpendicular to the 

expansion from the nozzle. The Faraday cup catches the high energy electrons and can be 

connected to an ammeter to measure electron current. Only an electron gun can be used in 

location (b), because the diffuse output of electrons from a cannon would not have 

sufficient concentration upon reaching the nozzle. The electron gun in (b) focuses a beam 

of electrons into the face of the nozzle which can act as a Faraday cup.  
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nozzle turned off), the source chamber is held at roughly 2-5 × 10-7 Torr by a Varian VHS-

10 diffusion pump (5300 l/s), which is water cooled and backed by an Edwards E2M40 

rotary pump (~14 l/s). A pneumatic gate valve (Vacuum Research Ltd model LP10) 

separates the diffusion pump from the source chamber when the instrument is not in use 

and the diffusion pump is turned off.  

The source chamber is connected to the TOF region through a 4 mm aperture. This 

region is typically held at 1-4 × 10-7 Torr by two adjacent turbo pumps (Leybold, Turbovac 

361, ~400 l/s) both of which are water cooled and backed in parallel by a single rotary 

pump (Leybold, Trivac D16B rotary pump, ~5.3 l/s). These pumps remain running even 

when the instrument is not in use. The two rotary pumps are used together to pump out the 

source chamber and TOF region after they have been vented to atmosphere. A 4” 

pneumatic gate valve is used to separate the TOF region from the detection region, which 

comprises both the VMI stack and the reflectron. 

The detection region is typically held at 1-3 × 10-8 Torr by a third Leybold, Turbovac 

361 turbomolecular pump backed by a Leybold, Trivac D16B rotary pump. This region 

may be vented to atmosphere for repairs separate from the rest of the instrument directly 

through the backing line for the turbo pump after the region has been pressurized with 

nitrogen. The rotary pump is then used to pump out the region to 2-3 × 10-4 Torr before 

the turbo pump can be reengaged. 

When experiments are being performed (with the source supersonic nozzle running) 

the pressure of the source chamber, TOF region and detection region rise to 1-5 × 10-5, 3-

6 × 10-7, and 2-5 × 10-8 Torr respectively. If the detection region reaches higher pressures, 

it can be baked by wrapping the outside of the instrument in heating tape overnight to 
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encourage outgassing. This is particularly useful in the humid summer months if the 

detection region has been opened. 

Each of the turbo pumps and the diffusion pump are water-cooled using a Neslab 

System 3 closed-loop liquid-to-liquid heat exchanger. 

 

2.2 Ion Formation 

Ions are generated via supersonic expansion of a precursor gas intersected by a high 

energy electron beam. The precursor gas is comprised of a carrier gas, typically Ar, CO2, 

N2O, or O2, flowed over a sample in a stainless-steel tube outside the source chamber. The 

vapors from the sample are carried by the carrier gas out a pulsed nozzle (Parker, General 

Valve Series 9) in a supersonic expansion. Backing pressures of the carrier gas range from 

10-30 psi gauge pressure depending on the gas. An IOTA ONE high speed valve driver 

(Parker Hannifin Co., General Valve) pulses a square wave 150-300 µs wide to open the 

solenoid-driven poppet at 20 or 50 Hz depending on the laser system in use. The supersonic 

expansion is then intersected 5-25 mm away from the nozzle by either a high energy (1keV) 

focused electron beam from an electron gun or a diffuse spray of 0.1 – 0.5 keV electrons 

from an electron “cannon.” The electron gun and cannon arrangements and configurations 

are described in detail in subsection 2.2.1. 

The high energy electrons ionize the supersonic expansion, creating a plasma and 

ejecting slower electrons.42 These low-energy secondary electrons can then attach to 

neutral molecules or atoms in the supersonic expansion to produce metastable anions 

initiating various chemical reactions to form the anions of interest. The anions can be 
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stabilized by collisions (eq. 2.1), dissociative attachment (eq. 2.2) or evaporative cooling 

(eq 2.3) of clusters42-45: 

 X + 𝑒− + Y →  X−∗
+ Y → X− + Y∗ (2.1) 

 (XY) + 𝑒−  →  (XY)−∗
 →  X +  Y− (2.2) 

 X𝑛 +  𝑒−  → [X𝑛]−∗
 → [X𝑛−𝑚]− + 𝑚X (2.3) 

In the presence of O− radical anion, further anion chemistry can occur due to 

deprotonation (eq 2.4) or H2
+ abstraction (eq 2.5). 

 HX +  O−  → X− +  HO⦁  (2.4) 

 H2X +  O−  → X− + H2O (2.5) 

This method of ion generation produces high ion density (~109/cm3) with little loss, which 

allows for reactive anion formations via low-energy neutral-ion collisions. 

Ion production from a neutral precursor is heavily dependent upon the vapor pressure 

of the liquid or solid sample. With some samples, ion production was low enough to be 

nearly undetectable. Two methods were employed to increase ion population for these 

samples: heating of the sample to ~40 C° and installing a newly designed sample holder to 

increase the amount of sample picked up by the carrier gas. The two types of sample 

holders are shown in Figure 2.2. The U-shaped sample holder increased the amount of 

sample ejected from the nozzle at the cost of more sample being consumed. For samples 

with high vapor pressure this sample holder is not needed, but it makes it possible to use 

low-vapor pressure samples. Care must be taken to ensure the pressure behind the nozzle 

is the same as in the sample holder else the sample could be pushed out of the nozzle all at 

once rather than just the vapors. This is achieved by using the empty top U-shaped tube to 
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fill the backing line with carrier gas, creating equal pressures on both sides of the sample 

holder. 

 

2.2.1 Electron Sources 

The electron guns and cannons used in these experiments work based on the same 

principles, with the differences being the energy of the outgoing electrons and the focus of 

the beam. Simple schematics of an electron cannon and electron gun are depicted in Figure 

2.3. The electron gun uses focusing optics to achieve a narrow beam of electrons that can 

be focused over 30 cm away. Precise aiming and alignment are required to intersect the gas 

expansion 3-5 mm downstream from the nozzle to sufficiently ionize the expansion. The 

electron cannon requires little precision and has fewer adjustable parameters since it simply 

sprays a diffuse wash of electrons over the entire supersonic expansion. 

The east instrument used a home-built electron gun placed in location (a) in Figure 2.1, 

while the west instrument used a commercial gun placed in location (b) with very different 

specifications but based on the same principles. The home-built gun will be described first. 

Electrons are produced by running a current over a thoria coated iridium filament. The 

electrons that are emitted from the tip of the filament are pushed away by a cathode cup 

with a negative potential of −50 V to −200 V relative to the filament. Both the filament and 

the cathode cup are floated at roughly −1 kV relative to ground. The electron output is most 

closely tied to temperature of the filament and the electric field nearby, but those are not 

easily measured. The filament current is adjusted as the filament heats up and eventually 

held constant at ~10A for a 0.050” wide filament or 5-7A for a 0.028” filament. Higher 

cathode voltages made the electron output significantly more sensitive to changes in  
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Figure 2.2 Schematic diagram of the two sample holders used in these experiments. See 

text for details.  
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filament current. Electrons then pass through three electrodes that make up the einzel lens. 

The first and last electrodes have a 1 mm diameter grounded aperture, while the middle 

plate holds an adjustable potential typically between −500 V and −1300 V. After exiting 

the einzel lens, the electrons are aimed by two sets of deflectors, first vertical then 

horizontal to direct the beam to the region directly in front of the nozzle. Each of the 

deflector plates are attached to Agilent E3612A power supplies which provide an 

adjustable 0-135 V. The electron gun is placed opposite the nozzle, so the gas expansion 

and electron beam are facing each other as depicted in Figure 2.3 

The commercial electron gun (Southwest Vacuum Devices, Inc., CE 3K/5U) used in 

the west instrument has all the same components, but with a few key differences. The 

filament is a simple 0.02" diameter tungsten wire. It is placed under the hole of an anode 

cup. The potential of this cup is set to be between +20 V and 100 V relative to the filament, 

which pulls the electrons away from the filament after they are emitted. While these 

electron guns worked well, they are no longer in production. After all the remaining 

filaments had burnt out the electron guns had to be disassembled for replacement. The 

filament is attached to an emitter-post assembly which consists of a ceramic disk and two 

isolated metal leads through it. The tungsten wire is bent in a triangular shape with 0.008-

0.011" between the highest point of the filament and the anode cup. The output of electrons 

is extremely sensitive to the exact placement of the filament, but the brittleness of the 

tungsten wire, particularly after spot welding, made adjustments nearly impossible. 

Additionally, each filament only lasted for a few weeks in contrast to the 4-6 months of the 

commercially made electron guns. It was eventually concluded that repairing the electron 

guns from Southwest Vacuum Devices was not viable. 
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The electron cannon was initially designed as the filament and cathode cup portion of 

a new custom electron gun. The original design had a MACOR plate with throughput posts 

to electrically isolate the filament from the cathode cup as shown in Figure 2.3. The 

filament was a 0.028" wide thoria coated iridium ribbon. The cannon had no means of 

aiming outgoing electrons, so it was placed 2-3 cm withdrawn from the nozzle and 5-10 

mm downstream. This allowed the electrons to intersect with the entire supersonic 

expansion of the gas sample. Both the filament and the cathode cup are floated at between 

−100 V to −300 V relative to ground. Compared to the electron guns this voltage is 

significantly lower thus giving off lower energy electrons. The metal cup surrounding the 

filament has been used as both a cathode cup with a negative voltage and the filament 

slightly above the cup as shown in Figure 2.3, and as an anode cup with the filament below 

the hole each with roughly equal success. Typical current over the filament ranges from 5 

A – 8 A. 

There are several drawbacks and concerns with using the electron cannon long-term. 

Because the electrons from the cannon are not focused, they are not all collected into the 

faraday cup and this causes the nozzle to heat up considerably. The Teflon tubing that leads 

to the nozzle melted and had to be replace with stainless steel because of melting. In one 

instance the current over the filament was increased to over 11 A which caused the 

MACOR base to crack. This extreme heat must be considered when designing experiments 

with the electron cannon and excited anion states creating hotbands are a significant 

possibility.  

A few adjustments were made to try to decrease the heat produced: first the MACOR 

base was replaced with copper to increase heat dissipation; second, the anode cup was 
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removed leaving a bare filament to produce electrons; third, a grounded metal plate was 

placed between the filament and the nozzle to reduce the electron flux on the nozzle. All 

these things were done without any loss of ion signal for the test species of O−, NO−, and 

O2
−. Filament lifetime is another concern, as an electron gun can have lifetimes of 6-12 

months the electron cannon filaments typically last 2-4 months. This is likely also due to 

the extreme temperature. 

 

2.3 Time-of-Flight Mass Spectrometer 

The anion packet expands into a region between two metal plates, an extraction plate 

and the grounding electrode of the acceleration stack. About 2 ms after the nozzle fires, an 

adjustable voltage (Directed Energy Inc., PVM-4210 pulse generator) is applied to the 

extraction plate to repel the anions down a Wiley-McLaren39 time-of-flight mass 

spectrometer.46 The anions travel through 10 circular electrodes with increasing voltage 

from 0 V to +2.5 kV. Two sets of deflectors (supplied by two Agilent E3612A power 

supplies) are used to steer the beam. The anions then enter a decelerating einzel lens 

consisting of three electrodes, the first and last held at the +2.5 kV float voltage and the 

center electrode at a relative −800 V to −1200 V which focus the beam. After leaving the 

einzel lens the anion beam is referenced to ground in a stainless-steel tube called the 

potential switch. When the extraction plate fires, the potential switch is floated to +2.5 kV 

by a DEI PVX-4140 high voltage pulser (~15 ns rise time). After an adjustable delay of 6-

30 µs the tube is returned to ground, which references the ions inside to ground. We control 

which ions are allowed to travel into the field-free region of the tube by adjusting the time 

delay such that only some ions are in the potential switch when it is grounded. 
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The ions are detected at the end of the TOF-MS by an in-line 25 mm diameter chevron-

configured dual microchannel plate (MCP) detector37,40 (Burle, Inc.). The TOF tube is 

shielded from the electric field of the MCP detector by a grounded 70 wires-per-inch mesh 

(Precision Eforming, LLC) with 90% maximum transmission a few mm in front of the 

detector. The MCP signal is amplified (Phillips Scientific, model 6931, DC-100 MHz) and 

output to a digitizing oscilloscope (Tektronix Inc., model TDS3032). 

The ion spectrum can be converted from time-of-flight to mass-to-charge by using 

equation 2.3.1 as follows: 

 𝑡 = 𝑎√
𝑚

𝑧
+  𝑡0, (2.3.1) 

where t is time, m/z is the ratio of mass to charge, a and t0 are calibration constants based 

on the specifics of this instrument. By measuring the time-of-flight of two known mass 

peaks a and t0 can be determined as follows:  

 𝑎 =  
𝑡1−𝑡2

√𝑚1−√𝑚2
 (2.3.2) 

 𝑡0 =
𝑡1√𝑚1−𝑡2√𝑚2

√𝑚1−√𝑚2
 (2.3.3) 

Once calibrated any other peak can be identified by mass and the laser can be timed to 

intersect with the ion of interest to eject an electron into the velocity map imaging 

assembly. 

 

2.4 Photoelectron Velocity Map Imaging Assembly 

The VMI lens18,19,47 is a series of four circular copper electrodes which sit perpendicular 

to the ion beam. The top three plates are 4” in diameter, are placed 1” apart and have a 1” 

diameter opening in the center. The fourth plate was added for the possibility of imaging 
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photofragments but is not in use and is grounded. The ions enter between the second and 

third plates from the top and upon photodetachment the electrons are projected upward by 

the focusing electrodes. The electrode below the ion beam is held at 100−400 V negative 

potential (Hewlett-Packard, 6516A power supply), the middle plate is grounded, and the 

top plate is held at 200−800 V. This focusing allows each electron to be mapped onto the 

detector based solely on its velocity vector, independent of the location of photoionization 

within the VMI. 

The ratio of the top and bottom electrodes is optimized to best focus the electrons onto 

the detector and is held constant at 1.98-2.02. The magnitude of the voltages determines 

the size of the electron packet when it reaches the detector. Lower voltages give higher 

resolution, but lower efficiency. The entire VMI lens is surrounded by a µ-metal shield 

which blocks external magnetic fields from affecting the electron trajectory. An 

electroformed nickel mesh (333 wires per inch, Precision Eforming, LLC., 70% maximum 

transmission) is placed ~0.65" prior to the detector in order to screen the photoelectrons 

from the detector voltages. 

The electrons are detected by a 40 mm position sensitive dual-chevron MCP detector 

coupled to a P43 phosphor screen. The front surface of the first MCP is held at +2.00 kV 

while the exit of the second MCP is at +3 kV. An additional +1 kV potential (Directed 

Energy Inc., PVM-4150) is supplied at the exit for a 100-200 ns time window after the 

laser fires. This increased potential amplifies the detector signal when we expect 

photoelectrons to arrive. The phosphor screen is held at +6.5 kV (Burle PF 1054 power 

supply) The electron signal is multiplied by the MCP detector which then strikes the 

phosphor screen, generating photons. The light from the photons is coupled to an external 
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window by a fiber optic bundle where it is imaged by a thermoelectrically cooled 

Photometrics CoolSnap MYO with 2.8 Megapixels (1940×1460) resolution. The Cool 

Image data acquisition software is used to record the image. 

 

2.5 Laser systems 

Two laser systems were used to perform the experiments in this work: an Nd:YAG 

nanosecond laser system (Spectra Physics Inc., Quanta-Ray Lab 130-50) and a tunable 

nanosecond dye laser (Continuum DCP 6100). 

The fundamental of the Nd:YAG is 1064 nm and has a maximum energy per pulse of 

320 mJ/pulse. This output may be frequency doubled by a Type II potassium dideuterium 

phosphate (KDP) crystal generating the second harmonic (532 nm) with a maximum of 70 

mJ/pulse. The third harmonic can be generated by frequency mixing with the residuals of 

the fundamental to produce pulses at 355 nm with a maximum of 30 mJ/pulse. 

Alternatively, the second harmonic can be put through another KDP crystal to access the 

fourth harmonic at 266 nm and a maximum of 15 mJ/pulse. Each laser pulse has a width 

of ~8 ns and a 50 Hz repetition rate. 

The dye laser system consists of a dye oscillator and two dye amplifiers pumped by a 

Continuum Surelite II-20 Nd:YAG laser. The pump laser is Q-switched at 20 Hz and the 

pulse width is ~ 5 ns. A motorized diffraction grating is angled to select a single wavelength 

from the broad-spectrum dye fluorescence. The power of the output depends heavily upon 

the conversion efficiency of the dye used and how close the diffraction-grating selected 

wavelength is to the peak fluorescence of the dye. In the current work three dyes were used. 

Two Rhodamine dyes, 640 and 610, have a peak fluorescence at 612 nm and 590 nm 
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respectively and both output a maximum of 40 mJ/pulse. LDS 821 has a peak fluorescence 

at 812 nm with a maximum of 40 mJ/pulse. Each of these laser pulses can be frequency 

doubled with the proper doubling crystal. Rhodamine 640, 610 and LDS 821 output at 306 

nm (6 mJ/pulse), 295 nm (6 mJ/pulse) and 406 nm (2 mJ/pulse) respectively. 

The laser timing is controlled by the Stanford delay generator. The delay between the 

flash lamp trigger and the Q-switch is controlled to tune the power output with the 

maximum power achieved at 180 µs. The Q-switch timing is scanned to coincide with the 

arrival of the ion of interest to photodetach electrons. There are two primary ways of 

determining a good temporal overlap: signal from the neutral molecules or fragments, or 

signal from the photoelectrons. A 4 kV potential can be applied to the reflectron to deflect 

ions while allowing neutral molecules to pass. If the initial ion signal is strong enough then 

a scan of the Q-switch timing will reveal a signal in the in-line MCP detector when the ions 

and laser pulse overlap in time. If no neutral signal can be observed, then the overlap can 

be optimized by maximizing the photoelectron signal in real time. 

 

2.6 Reflectron time-of-flight mass spectrometer 

In addition to the VMI assembly for photoelectron spectroscopy, the west instrument 

is equipped with a single-stage linear-field reflectron mass spectrometer that is used to 

obtain photofragment-ion mass-spectra.38 The reflectron assembly is a grounded stainless-

steel electrode (4.173” OD, 1/32” thick) with a 0.315” diameter aperture, followed by 26 

stainless steel circular electrodes (3.15” OD, 1/32” thick) series of electrodes with a 2.025” 

diameter opening. The plates are angled in such a way as to deflect ions into an off-line 

MCP detector which is below the incoming ion beam path slightly before the VMI 
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assembly. The final plate is attached to a high-voltage power supply (Bertan, 205A-05R), 

which defines the reflectron voltage, Vf and all subsequent plates are connected to the next 

by 1.0 MΩ high precision resistors until the grounded plate. 

Photofragments are detected by an off-axis dual checron MCP detector (Burle, Inc.). A 

wire grid biased to + 20 V covers the detector to repel low energy electrons. The signal 

from this detector is amplified and sent to the oscilloscope just like the in-line MPC 

detector signal. It is important to collect signal in the off-line MCP detector with the laser 

off as well to determine that the detected fragment originates from the ion-laser interaction. 

The time it takes for an ion to reach the off-axis detector depends upon its mass and the 

reflectron voltage. A more massive particle penetrates more deeply into the reflectron field 

before being deflected. To determine the mass of the photofragment, first the parent ion is 

focused onto the the off-axis detector by adjusting the reflectron voltage Vp and the time of 

arrival is recorded. Fragment ions are then focused onto the same detector such that the 

arrival time is the same as the parent ions, by using a lower Vf. Since the time-of-flight has 

been set equal the following ratio gives the relationship between the parent and fragment 

ion masses: 

 𝑉𝑓 = 𝑉𝑃
𝑚𝑓

𝑚𝑝
 (2.6.1) 

If there are only a few fragment ions, then the mass spectrum can be recorded by 

scanning the reflection voltage to set the TOF of each fragment equal to the TOF of the 

parent ion. If there are many fragments, such as for large clusters, then after two fragments 

have been identified a calibration can be performed in the same way as in section 2.3 for 

the in-line detector to obtain a full photofragment mass spectrum. 
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2.7 Photoelectron Data Collection and Analysis 

Photoelectron signal from the CCD camera is collected and summed in the Cool Image 

program48. Images were accumulated for ~106 experimental cycles. Background images 

were obtained by turning off the ion extraction plate, so the laser sampled the detection 

region while the ion of interest was not present. Background images were also summed 

and subtracted from photoelectron images. 

The image recorded by the CCD camera is a two-dimensional projection of the three-

dimensional photodetached electron wave. The BAsis Set EXpansion49 (BASEX) program 

reconstructs the three-dimensional distribution and outputs a slice through the center by 

means of an inverse Abel transformation.50 This distribution is given in two forms: a radial 

distribution and polar distribution. The radial distribution is created by integrating the 

image over all angles. The well-known photodetachment transition from atomic O− is used 

to calibrate the radial spectrum to convert from radius (which is proportional to velocity) 

to energy. 

The photoelectron angular distribution (PAD) is obtained by integrating over a specific 

radial width using MATLAB code written by the author, which is included in full, with 

notes on typical use in appendix A. In brief, the radial distribution is plotted, and the user 

is asked how many peaks to analyze and to specify their radii. Not using a traditional peak-

finder allows for non-traditional peaks with low prominence or even slices of a single peak 

to be analyzed. The photoelectron intensity is summed over the specified radii creating the 

PAD, I(θ). For each peak, the anisotropy parameter β is obtained by a least-squares fit to 

the formula (1.2), which gives the PAD in terms of the angle θ within a second-order 

Legendre polynomial and a single parameter β. 
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2.8 Instrumental Repairs and Improvements 

The purpose of this subsection is to outline a few important repairs that have been 

performed or may need to be performed soon and to provide written documentation to 

future users of the west instrument. 

2.8.1 Resolution loss and Offline Detector Access 

Early in 2019 a significant decrease in energy resolution of photoelectrons was 

discovered in comparing O− calibrations from 2017. The FWHM of earlier measurements 

of the O− electron affinity peak was a factor of 2.5 more narrow. It is likely the cause of 

this resolution loss is due to either the pulsed nozzle or the electron cannon configuration. 

Attempts at solving this with electronics settings, focusing of the ion optics or adjusting 

the timing or position of the laser to achieve better overlap with the ion packet were 

unsuccessful. Additionally, the focusing of the VMI by checking the spacing between 

plates and varying voltages made no measurable improvement. 

A significant increase in resolution was achieved by tightening the aperture for the ion 

beam entering the VMI stack. The previous aperture, which was a hole in the µ-metal shield 

of ~3 mm, was covered by a copper plate with a ~1.5 mm hole. This copper plate also 

covers the hole that photofragment ions pass through en route to the off-line detector, 

which makes fragmentation experiments currently unavailable. The proper solution to this 

is to order a new custom µ-metal shield with a smaller hole. The resolution issue should be 

revisited once an electron gun can be machined to replace the electron cannon. 

2.8.2 Turbo Pumps 
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High pressure in the detection region (>10−8 Torr) can cause excessive background 

signal when imaging with UV wavelengths. For a time, pressures of 10−7 Torr were the 

best achievable in the detection region. We discovered that the turbo pump attached to the 

detection region had its fan blades coated in oil droplets. To properly address this the fan 

blades must be disassembled and cleaned individually and then remounted and balanced 

so that high speeds can be achieved without damaging the pump. This will likely require 

assistance from the manufacturer. This pump was not repaired, but rather swapped with the 

turbo pump most downstream in the TOF region where the pressure requirements are 

lower. It is likely that oil was pulled from the backing pump either due to improper venting 

or over years of use. If this occurs again both pumps should be sent to Leybold, Inc. for 

repairs. 

2.8.3 10” Diffusion Pump 

During the summer months high humidity causes water to condense on the chilling 

lines of the diffusion pump (DP). After many years of use, this degraded the wire 

connections to the heating elements which eventually caused rusting and cracking. The 

heating elements of the diffusion pump are intact, but the threaded connections are heavily 

damaged, and a custom connection had to be machined for one of them. If the connections 

degrade any more the entire heating elements will need to be replaced. The first noticeable 

sign of this will likely be an increase of the time it takes for the DP to heat to an operational 

temperature from around 20 minutes to an hour or more. The wires use should be no smaller 

than 10 gauge because of the high heat from the DP and the high current. 
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CHAPTER 3: LOCAL ELECTRON DENSITIES IN MODELING OF 

PHOTOELECTRON ANGULAR DISTRIBUTIONS 

In Chapter 1, we discussed the modeling of photoelectron angular distributions51,52 

(PADs) for atomic anions using the Cooper-Zare central-potential formula26,27 and the s-p 

mixing model for molecular anions. In this Chapter, we will explore some of the 

applications of the s-p mixing model22 and their required assumptions, first by summarizing 

the details of the model36 and then by using computational results to refine the application 

of the model to physical systems.  

 

3.1 Introduction 

Consider one-photon photodetachment within a single-electron approximation. 

Assume that the initial state of the electron is represented by a linear combination of one s 

and one p type functions placed at the same center in the molecule.22 The corresponding 

model function for the initial state is given by  

 ∣ 𝜓𝑠𝑝〉 = √1 − 𝛾𝑝|𝑠〉 + √𝛾𝑝|𝑝〉, (3.1) 

where 𝛾𝑝 is the fractional p character of the state, with 0 ≤ 𝛾𝑝 ≤ 1. A photon carries one 

unit of orbital angular momentum, resulting in the of Δ𝑙 = ±1 selection rule, where l is the 

orbital angular momentum. Upon photodetachment from the initial state described by Eq. 

3.1, the outgoing electron will be generally represented as a superposition of s, p, and d 

partial, emitted via the electric-dipole allowed transitions 𝑠 → 𝑝 and 𝑝 → 𝑠, 𝑑. The 
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intensities (cross-sections) of these waves will be dependent on electron kinetic energy 

(eKE   ε). According to the Wigner-law,28 in the near-threshold regime, 𝜎𝑙 ∝  𝜀𝑙+1/2. The 

anisotropy of the PAD for detachment from this mixed s-p orbital can be described by the 

following equations as explained in Section 1.322,26,27: 

 I(θ) =
σ

4π
[1 + βP2(cosθ)] (3.2) 

 β𝑠𝑝(ε) = 
2(1−γp)B1ε+2γpA1

2ε2−4γpA1εcos (δ2−δ0)

γp+2γpA1
2ε2+(1−γp)B1ε

. (3.3) 

Equation 3.3 includes 4 parameters, A1, B1, γp, and the phase shift cos (δ2 − δ0), which 

can all give physical insight into applications of this model. A1 and B1 are model 

proportionality parameters that arise from the application of the Wigner-law14: 

 
𝜎2

𝜎0
=

𝜒1,2
2

𝜒1,0
2  = A1

2ε2 (3.4) 

 
𝜎2

𝜎0
=

𝜒0,1
2

𝜒1,0
2  = B1𝜀. (3.5) 

Physically, the A1 parameter describes the relative scaling of the 𝑝 → 𝑑 and 𝑝 → 𝑠 

channels and B1 describes the relative scaling of the outgoing s → 𝑝 and 𝑝 → 𝑠 channels. 

We can rearrange Equation 3.3 to give: 

 β𝑠𝑝(ε) =
2(

1−γp
γp

)
B1
A1

ε+2A1ε2−4εcos (δ2−δ0)

1
A1

+2A1ε2+(
1−γp

γp
)

B1
A1

ε
 

 = 
2Zε+2A1ε2−4εcos (δ2−δ0)

1

A1
+2A1ε2+Zε

, (3.6) 

which, aside from the phase shift, allows us to reduce the number of parameters to two: A1 

and (
1−γp

γp
)

B1

A1
 ≡ 𝑍. The phase shift arises due to interactions of the outgoing electron 
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waves with the remaining neutral core. These interactions are largely negligible and can be 

approximated well with cos(𝛿2 − 𝛿0) ≈  .95. 22,33 For a given A1, Z describes the relative 

scaling of the outgoing 𝑝 → 𝑠 and s → 𝑝 channels (B1) weighted by the relative 

contributions of s and p components of the initial state (
1−γp

γp
). Z ranges from Z = 0, for a 

pure p state to 𝑍 → ∞ for a pure s state. 

Applications of this model require intuition of appropriate values of A1 and Z to have 

predictive power. To gain this insight we examine the radial dipole integrals that define A1 

and B1 according to Equations 3.4 and 3.5. If we assume that the bound orbitals and the 

free electron waves are defined by their radial functions 𝑅𝑛,𝑙(𝑟) and 𝑅𝑓𝑟𝑒𝑒,𝑙±1(𝑟), 

respectively, multiplied by the corresponding spherical harmonics, then the radial dipole 

integrals are given by: 

  𝜒𝑙,𝑙±1 ≡ 〈𝑅𝑓𝑟𝑒𝑒,𝑙±1 ∣ 𝑟 ∣ 𝑅𝑛,𝑙〉. (3.7) 

If we assume no interaction of the electron with the remaining neutral, the radial functions 

of the free electron waves 𝑅𝑓𝑟𝑒𝑒,𝑙 can be represented by spherical Bessel functions,53,54 

𝑗𝑙(𝑘𝑟). Explicitly writing A1 and B1 in terms of these integrals gives: 

 A1𝜀 = 
𝜒1,2

𝜒1,0
 = 

∫ 𝑗2(𝑘𝑟)𝑟3𝑅𝑛𝑝(𝑟)𝑑𝑟
∞

0

∫ 𝑗0(𝑘𝑟)𝑟3𝑅𝑛𝑝(𝑟)𝑑𝑟
∞

0

 (3.8) 

 B1𝜀 =   
𝜒0,1

𝜒1,0
 = 

(∫ 𝑗1(𝑘𝑟)𝑟3𝑅𝑛′𝑠(𝑟)𝑑𝑟)2∞

0

(∫ 𝑗0(𝑘𝑟)𝑟3𝑅𝑛𝑝(𝑟)𝑑𝑟
∞

0
)2

 (3.9) 

where the prime in 𝑅𝑛′𝑝 denotes that s and p initial states do not have to correspond to the 

same principle quantum number.33 

To simplify this further, we apply a Wigner-like slow-electron limit28,55,56 as was 

assumed by Hanstorp et al.14 in their definition of A1 in Equation 3.4. In the region of 
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significant overlap between the free-electron waves and the initial bound state, this limit is 

defined as 𝑘𝑟 ≪ 1. In this limit, we can express the spherical Bessel functions as the first 

term of their Maclaurin series expansion: 

 𝑗𝑙(𝑘𝑟) =
2𝑙𝑙!

(2𝑙+1)!
(𝑘𝑟)𝑙,   for 𝑘𝑟 → 0. (3.10) 

Substituting this expression into Equations 3.8 and 3.9 gives us: 

  A1 =  
2

15

∫ 𝑟5𝑅𝑛𝑝(𝑟)𝑑𝑟
∞

0

∫ 𝑟3𝑅𝑛𝑝(𝑟)𝑑𝑟
∞

0

  (3.11) 

  B1 =  
2

9

(∫ 𝑟4𝑅𝑛′𝑠(𝑟)𝑑𝑟)2∞

0

(∫ 𝑟3𝑅𝑛𝑝(𝑟)𝑑𝑟)2∞

0

, (3.12) 

and additionally, the ratio of B1/A1 used in the definition of Z for Equation 3.6: 

 
B1

A1
=  

5

3

(∫ 𝑟4𝑅𝑛′𝑠(𝑟)𝑑𝑟)2∞

0

∫ 𝑟3𝑅𝑛𝑝(𝑟)𝑑𝑟
∞

0
 ∫ 𝑟5𝑅𝑛𝑝(𝑟)𝑑𝑟

∞

0

. (3.13) 

Note that in the low energy regime both A1 and B1 are independent of k and, therefore, ε. 

Additionally, the high powers of r under the integrals imply a strong dependence of the 

coefficients and their ratio on the long-range parts of the radial functions, i.e. the diffuse 

tails57 of the parent anion orbital. Any wavefunction density at large distances from the 

center will significantly contribute to formulation of these parameters. 

If the s and p components of the detachment orbitals are assumed to be hydrogenic then 

the integrals in the previous equations are analytically solvable. Substituting in the 

hydrogenic radial functions for the 2s-2p case with the effective charges 𝜉2𝑠 and 𝜉2𝑝 

respectively we get36 

  A1 =  
16

𝜉2𝑝
2  Hartrees−1  (3.14) 

  
B1

A1
=  

8

3
(

𝜉2𝑝

𝜉2𝑠
)

7

 . (3.15) 



 48 

Note that in general 𝜉2𝑠 and 𝜉2𝑝 are not the usual effective nuclear charges predicted by 

Slater’s rules,58 but rather the effective charges experienced by the long-range parts of 

diffuse anion orbitals accounting for the screening of the inner electrons. 

Again, note the high-power dependence of B1/A1 on 𝜉2𝑝/𝜉2𝑠. Previously, we noted the 

high-power dependence of A1 and B1, which means that the effective charges in this case 

describe the behavior of these diffuse tails. The 2s and 2p tails both interact with a similarly 

charged nearly neutral core. This allows us to reasonably assume 𝜉2𝑝 = 𝜉2𝑠, which means 

B1

A1
=  

8

3
.36 

With specific values of A1 and Z the β(ε) trends for PADs from s-p mixed orbitals can 

be modeled. The evaluation of A1 for the atomic cases of O−and C− have been preformed 

by empirical fitting of experimental data to the Hanstorp14 approximated Cooper-Zare 

formula26,27 given in Equation 1.5, which gives A1(O−) = 0.55 ±  .045 eV−1 59-62 and 

A1(C−) ≈ 0.75 eV−1.61,63 As we move from atomic to molecular anions, it must be noted 

that the s-p model involves the so-called central-atom approximation, which assumes that 

both the s and p contributions to the s-p mixed orbital are located on a single center in the 

molecular frame. Note that the central-atom approximation would be more appropriately 

called the central-point approximation, because the “atom” in it does not have to be a real 

atom. It can be a pseudo-atom, i.e. merely an expansion center chosen within the molecular 

frame, not necessarily coinciding with any of the physical atoms comprising the molecule. 

For example, within this approximation, the 𝜋𝑔
∗  HOMO of O2

− is described as a 

predominantly d function placed at the center of the O−O bond. 

However, in the cases of (nominally) sp2 hybrid orbitals of cyclic organics, the 

expansion center is often chosen to coincide with the target (deprotonated) carbon. 
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Historically, A1 for such a molecule has been assumed to be equal to A1 for the atom on 

which most of the electron density is localized.34,35 This method has worked exceptionally 

well for some molecules e.g., pyridinide anion,34 but less so for others-e.g., furanide64 and 

oxazolide65 anions. 

 

3.2 Local Charge Density 

The highest occupied molecular orbital (HOMO) of a molecular anion is often localized 

predominantly on a single atom within the molecule. This is especially true for many 

deprotonated organic molecules, where the HOMO character reflects the hybridization 

state of the deprotonated atom. The valence orbitals of anions are inherently more diffuse 

than those of the corresponding neutrals because the core is shielded by the other electrons, 

lowering the effective nuclear charge. A well-defined atomic charge within an anionic 

molecule could be used to quantify the spatial extent of the electron. 

Mulliken population analysis66 is a model that attempts to define atomic charges based 

on the density matrix from geometry optimizations. However, this analysis is strongly 

dependent on the choice of basis set. Wiberg, et al.67 analyzed several methods of obtaining 

insightful atomic charges and concluded that Hirshfeld68 charges provide linear 

relationships with parameters such as hybridization and carbon acidity which correlate with 

atomic charge and is the method of choice. Hirshfeld charges are additionally nearly 

independent of the choice of basis set.  

Computations were performed on several deprotonated heterocyclic aromatic molecules 

using the Q-chem69 software package to optimize their geometry at the B3LYP level of 

theory with the aug-cc-pVDZ and aug-cc-pVTZ basis set. The Mulliken and Hirshfeld68 
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population analyses were used to calculate the effective local charge on the deprotonated 

carbon atom. These values are found in Table 3.1. Mulliken population analysis does not 

provide basis-set independent insight into a physical property of the anion. The Hirshfeld 

population analysis, however, preserves trends across basis sets and can help describe the 

local electron density around the deprotonation center.  

These deprotonation centers act as the central atom for the s-p hybrid orbital for the 

anions. The greater the magnitude of the negative charge localized on the center, the greater 

the screening of the valence electrons, which is, in turn, described by a smaller effective 

nuclear charge experienced by the long-range tails of the valence orbitals. According to 

Equation 3.14, the parameter A1 is inversely proportional to the square of the effective  

nuclear charge 𝜉2𝑝 defining the radial dependence of the p component of the s-p model 

function in Equation 3.1.36 Because of this inverse-square dependence on the effective 

nuclear charge, A1 is particularly sensitive to variations in 𝜉2𝑝  and, therefore, the local 

charge localized on the central atom. This property makes an accurate evaluation of the 

local charges within the molecular system extremely important for its model description. 

It is therefore clear that one cannot use Mulliken charges for this purpose, if only because 

of their strong (and unphysical) dependence on the basis set used in the calculation. 

Hirshfeld charges, on the other hand, are largely basis-set independent and have been 

shown to provide an accurate description of the local molecular environment. Therefore, 

Hirshfeld rather than Mulliken charges will be used in our modeling. 

This discussion also gives the insight that all other things being equal, a larger-

magnitude local/Hirshfeld charge would lead to a less tightly bound electron and thus a 

smaller detachment energy. While there is not a quantitative relationship between   
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Table 3.1 Hirshfeld and Mulliken charges on the deprotonated carbon calculated with the 

aug-cc-pVDZ and aug-cc-pVTZ basis sets. 

 

  

Molecule Hirshfeld 

pVTZ 

Hirshfeld 

pVDZ 

Mulliken 

pVTZ 

Mulliken 

pVDZ 

Isoxazolide -0.340053 -0.338796 -0.698287 -0.457789 

Thiophenide -0.361037 -0.357995 -0.703212 -0.985494 

Furanide -0.386076 -0.383001 -0.592924 -0.486369 

Thiazolide -0.236191 -0.235525 -0.778838 -0.534907 

Oxazolide -0.314710 -0.311225 -0.554975 -0.321424 
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Hirshfeld68 charge and effective nuclear charge, this gives a qualitative connection between 

ab initio computations and PAD parameter A1, which was previously only obtainable for 

atomic anions. 

3.3 Trends in Heterocyclic Aromatics 

The s-p mixing model was applied to five different deprotonated heterocyclic 

aromatics. Plots of the anisotropy parameter versus eKE are given in Figure 3.2. The initial 

analysis (shown by the red line) fit the data using the s-p model function Equation 3.6 with 

B1

A1
=  

8

3
, cos(𝛿2 − 𝛿0) ≈  .95 and A1 =  0.75 eV−1 with only γp as a fit parameter.22,33,34 

The above A1 value was determined by examining photodetachment from isolated C− 

anions. In each of the molecular anions discussed here, have much of the electron density 

of the HOMO is localized on the deprotonated carbon, which makes the above assumption 

for A1 reasonably good. This is evidenced by the quality fits of these lines.  

Here, we take a step further and consider that not the entire charge of the excess electron 

is localized on the deprotonated carbon. This is clearly borne out by both the Mulliken and 

Hirshfeld charges of the deprotonated centers summarized in Table 3.1, all of which are, 

as expected, smaller than 1 in magnitude. As a result, these anions should have more diffuse 

wavefunctions, leading to larger A1 values, compared to the atomic carbon anion.  

Moreover, the local charge (and the effective nuclear charge) describing the 

deprotonated center will be different not only compared to C−, but also from system to 

system, depending on the molecular anion’s chemical identity and electronic structure. The 

fact is also borne out by the different magnitudes of the Hirshfeld charges on the 

photodetachment centers calculated for the above molecular anions (summarized in Table 

3.1).  
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With this realization in mind, each data set in Figures 3.1-3.3 was fit to Equation 3.6 

with both A1 and  γp treated as adjustable fit parameters. The other two parameters, 
B1

A1
 and 

cos(𝛿2 − 𝛿0) were left the same as in the previous analysis. The phase shift is due to 

interactions of the outgoing electron partial waves and the neutral core is not likely to be 

influenced by slight changes to the effective nuclear charge. While we are allowing A1, 

and thus the effective nuclear charge, to vary, remember that Equation 3.15 shows that the 

ratio 
B1

A1
 is dependent on the ratio of the s and p effective nuclear charges as viewed at long 

range, i.e. far from the deprotonation center. While the charges themselves may vary, the 

𝜉2𝑝/𝜉2𝑠 ratio is likely to remain approximately constant, because there is no physical reason 

for the s and p components of the model function in the long range to exhibit divergent 

variations with respect to the local charge on the expansion center. These fits are displayed 

in Figures 3.1 – 3.3 

Fitting the data with an additional variable parameter obviously leads to a closer fit. 

However, there are physical insights gained about the electronic structure from the values 

of A1 obtained from the fits and their relationship to the Hirshfeld charges. The parameters 

from the fits are listed in Table 3.2 and depictions of their molecular orbitals are depicted 

in Figure 3.4. While the deprotonated carbon carries the majority of the electron density 

and our model assumes detachment from a mixed s-p orbital localized on a single center, 

the adjacent atoms affect the local environment and hence the electronic structure of these 

orbitals. The local Hirshfeld charges68 listed in Table 3.2 are defined as the sum of the 

Hirshfeld charges on the deprotonated carbon and the two adjacent atoms. This allows us 

to quantify the shielding felt by the diffuse anion orbitals. 
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Figure 3.1 Photoelectron anisotropy parameter values for the photodetachment of 

pyridinide and thiophenide as functions of eKE. The dashed red curve corresponds to a fit 

of the s-p model with 
B1

A1
=  

8

3
, cos(𝛿2 − 𝛿0) ≈  .95 and A1 =  0.75 eV−1 and relied on  γp 

as a fit parameter. The blue line fits the s-p model with both A1 and  γp treated as adjustable 

fit parameters. 
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Figure 3.2 Photoelectron anisotropy parameter values for the photodetachment of furanide 

and oxazolide as functions of eKE. The dashed red curve corresponds to a fit of the s-p 

model with 
B1

A1
=  

8

3
, cos(𝛿2 − 𝛿0) ≈  .95 and A1 =  0.75 eV−1 and relied on  γp as a fit 

parameter. The blue line fits the s-p model with both A1 and  γp treated as adjustable fit 

parameters. 
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Figure 3.3 Photoelectron anisotropy parameter values for the photodetachment of 

isoxazolide as a function of eKE. The dashed red curve corresponds to a fit of the s-p model 

with 
B1

A1
=  

8

3
, cos(𝛿2 − 𝛿0) ≈  .95 and A1 =  0.75 eV−1 and relied on  γp as a fit parameter. 

The blue line fits the s-p model with both A1 and  γp treated as adjustable fit parameters. 
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Of the fits using A1 from atomic carbon, Pyridinide was clearly the best. We attribute 

this observation to the local environment with the two neighboring carbon atoms largely 

preserving the symmetry of the deprotonated carbon, as well as not competing with it 

strongly for the HOMO density. Using A1 as a fit parameter hardly changed its value. Of 

the molecules tested pyridinide has the lowest local Hirshfeld charge and thus the highest 

effective nuclear charge. 

Furanide and thiophenide both have similar local chemistry near the center of the anion 

HOMO. The deprotonated carbon is bonded to another carbon and an oxygen or sulfur 

respectively both of which are electron withdrawing groups. Oxygen is more 

electronegative than sulfur and thus this effect is stronger in furan, resulting in a larger 

local Hirshfeld charge. As expected, increasing the local Hirshfeld charge leads to more 

electron screening and a more diffuse orbital exhibited by an increasing A1. It is possible 

this effect is accentuated by a single electron withdrawing group breaking the symmetry. 

In Oxazolide the electron density on the deprotonated carbon is pulled toward the 

electron withdrawing oxygen and nitrogen atoms. This large delocalization of electron 

density is evidenced by a large-magnitude local Hirshfeld charge and thus a high value of 

A1 relative to atomic carbon. 

At first glance isoxazolide may appear to fit the trend with low values of local Hirshfeld 

charge and A1. However, there is not a clear reason why A1 should be significantly lower 

for isoxazole than it is for carbon. As we will explained in Chapter 4 of this work, isoxazole 

likely does not always deprotonate at a single location and undergoes significant geometry 

changes after deprotonation. This means the data in Figure 3.3 is likely a superposition of 

states from multiple isomers and cannot be described by the s-p model. 
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Figure 3.4 Anion HOMOs from B3LYP/aug-cc-pVDZ calculations.35,70 Electron density 

around the deprotonated carbon atom shields the diffuse anion orbitals from the largely 

neutral core.  
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For each of the molecules studied, the fractional p-character,  γp, was changed by less 

than 2% by using A1 as a parameter with each value well within the error bars of the original 

fits. This means that there is no loss of generality or added uncertainty by incorporating A1 

as a parameter in the s-p mixing model. 

 

3.4 Conclusion 

In this chapter, we have expanded upon the s-p mixing model to describe the PAD and 

better understand electronic structure. Allowing A1 to be a fit parameter has given insight 

into trends of several physical measurements. The use of Hirshfeld charges opens up the 

possibility of using ab initio computations to predict trends in A1 and eBE for the 

substitution of other heteroatoms in place of the oxygen, sulfur or nitrogen atoms in the 

molecules we have studied.  
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Molecule Structure Local 

Hirshfeld 

Charge* 

γp A1(eV-1) 

Isoxazolide 

 

-0.702 .77(2) .48(7) 

Pyridinide 

 

-0.661 .858(7) .76(3) 

Thiophenide 

 

-0.751 .74(2) .9(1) 

Furanide 

 

-0.769 .70(3) 1.2(2) 

Oxazolide 

 

-0.815 .67(2) 1.1(2) 

 

* The local Hirshfeld charges reported in this Table are determined by adding together the 

corresponding charges on the deprotonated carbon and the two neighboring atoms (with 

the Hydrogens included in the heavy-atom charges). 

Table 3.2 Results of calculations and fitting anisotropy data to the s-p model. Local 

Hirshfeld charges are from B3LYP/aug-cc-pVTZ calculations.  The values of A1 and  γp 

are the fit parameters in the s-p model. The value of  γp changed less than 2% by varying 

A1.  
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CHAPTER 4: DEPROTONATION OF ISOXAZOLE: A 

PHOTOELECTRON IMAGING STUDY 

4.1 Introduction 

Isoxazole is heterocyclic molecule, an isomer of oxazole. The oxazole and isoxazole 

structures are shown in the following scheme:  

  (Scheme 4.1)  

The difference between the two structures is the change in location of the nitrogen atom 

from the third position within the heterocyclic ring in oxazole to the second position, next 

to the oxygen atom, in isoxazole. One of the overarching goals of this study is to investigate 

the chemical effect of this change. 

Isoxazole, known for its straightforward synthesis, is often used as scaffolding for 

therapeutic agents.9 Its other wide-ranging applications span organic synthesis, 

pharmaceuticals, and pesticides.5,6 However, many important aspects of its chemistry 

remain unexplored, especially in regard to the radical and negative-ion derivatives. Past 

studies of isoxazole mostly focused on the closed-shell neutral molecule shown in Scheme 

4.1 and the corresponding cation.7,71-73 In the present work, we focus on the closed-shell 

Oxazole

1

2

34

5

1

2

34

5

Isoxazole
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anions obtained via the deprotonation of isoxazole, as well as the corresponding 

monovalent neutral radicals accessed in the photodetachment of the anions. These highly 

reactive species may play crucial roles in the variety of reaction pathways. Using a 

combination of experimental and theoretical techniques, we investigate their molecular and 

electronic structures and determine the respective anion detachment energies and neutral 

radical electron affinities. These properties are viewed in comparison to the analog oxazole 

molecule.65 

There are three possible deprotonation sites in either oxazole or isoxazole. Following 

the conventional numbering system defined in Scheme 4.1, the possible deprotonation sites 

in oxazole are C2, C4, and C5, compared to C3, C4, and C5 in isoxazole. Each site 

potentially yields a distinct isomer of the respective oxazolide or isoxazolide anion. Based 

on the electronegativities of the neighboring atoms (increasing from C to N to O), one 

expects the acidity—and hence the ease of deprotonation—to decrease from C2 to C5 to 

C4 in oxazole and from C5 to C3 to C4 in isoxazole. These predictions are consistent with 

the past studies. Specifically, under the gas-phase plasma conditions similar to the 

experiments described here, oxazole was shown to deprotonate selectively at the most 

acidic C2 position,65 while collision-induced dissociation experiments by Adams et al. 

showed preferred deprotonation of isoxazole at C5 and C3.11 Cole et al. attempted to 

selectively deprotonate isoxazole at C5 via collisional decarboxylation of isoxazole-5-

carboxylic acid, but found that upon collision isoxazole lost HCN rather than the carboxy 

group.74 Computational work by Kaur et al. confirmed that the C5 site in isoxazole is more 

acidic than C4, while deprotonation at C3 led to the breaking of the O−N bond, making the 

C3 comparison more challenging.75 In a study of 1H-1,2,3-triazole, a 5-member 
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heterocyclic aromatic with three nitrogen atoms, Ichino et al. found that deprotonation at 

various carbon positions initiated fragmentation or N-N bond fission.10 

In the present study, we explore the deprotonation of isoxazole in its gas-phase reaction 

with O− radical anions and the various anion states that result. These include the C5- and 

C4-isoxazolide anions and the ring-open anion species resulting from isoxazole 

deprotonation at the C3 position. The relative energetics of the anion isomers, as well as 

the corresponding neutral radicals, are examined using a combination of photoelectron 

spectroscopy and theoretical methods. 

4.2 Experimental Methods 

The experiments were performed using the west negative-ion photoelectron imaging 

spectrometer described in detail in Chapter 2,76 with certain changes introduced to the ion 

generation process, as described below. The anions were obtained by expanding a neutral 

isoxazole precursor seeded in O2 or N2O gas through a pulsed supersonic nozzle (General 

Valve, Inc., Series 9), operated at a repetition rate of either 20 or 50 Hz, to match that of 

the laser. The precursor isoxazole vapor was picked up from the liquid sample (99%; Sigma 

Aldrich, Inc.) kept at ambient room temperature, while the carrier gas was passed over the 

liquid at a backing pressure of approximately 2.5 atm. The 52 torr vapor pressure of 

isoxazole at 25°C resulted in a 2.5-3% mixture of the precursor and the carrier gas. 

The supersonic expansion was intersected by electrons from a thoria-coated iridium 

filament (e-Filaments, LLC) floated at ~300V, generating negative ions via a slow 

secondary electron attachment mechanism. In this work, the filament was placed at various 

distanced downstream from the nozzle and withdrawn away from the expansion axis. A 

diagram of the filament locations used is given in Figure 4.1. In some of the experiments 
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with oxygen as a carrier gas, a 5×5 cm2 stainless steel plate, kept at the same potential as 

the filament, was placed on the side of the expansion opposite the filament. The addition 

of the plate minimized the field deflection of the generated ions and allowed the 

experiments to be run with a lower current through the filament, extending its useful life. 

Hereafter, the ion generation conditions with the metal plate, oxygen as a carrier gas and 

the filament placed in location 1, will be referred to as ion source A. In contrast, the 

conditions using the N2O carrier gas, without the metal plate opposing the electron filament 

and the filament in location 1, will be referred to as source B. For comparison of the effects 

on ion generation for these various conditions, the photoelectron energy spectra are given 

in figure 4.2. The ion generation conditions A and B were chosen because they most 

strongly accentuated features described in detail in section 4.5. 

The atomic oxygen anions, formed in the resulting plasma from either O2 or N2O, were 

presumed to react with isoxazole, resulting in its deprotonation.77 The anions were then 

separated according to their masses in a time-of-flight mass spectrometer and interrogated 

by ~7 ns 355, 306, or 266 nm laser pulses.  

The electrons photodetached13 from the mass-selected anions were projected using a 

velocity-map19 imaging17,50 (VMI) assembly onto a 40 mm diameter position-sensitive dual 

microchannel plate detector coupled to a P43 phosphor screen. The resulting photoelectron 

images were recorded using a charge-coupled device camera (Photometrics, Inc., CoolSnap 

Myo). All images reported here correspond to multiple experimental runs totaling ~106  
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Figure 4.1 Schematic of filament orientation relative to the nozzle for the generation of 

isoxazolide anions. Small values of X mean the ions have more distance over which to 

expand and thus cool.  The filament location had a large impact on ion generation and the 

resulting photoelectron energy spectra. This is due to the relative population of isoxazolide 

isomers generated. See Figure 4.2 for the resulting energy spectra.  
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Figure 4.2 Photoelectron energy spectra of the isoxazolide anion. Filament positions are 

labeled according to the schematic in Figure 4.1. (a) filament position x = 3 cm y = 1.5 

cm with N2O as the carrier gas. (b) filament position x = 3 cm y = 1.5 cm with O2 as the 

carrier gas. (c) filament position x = 5 mm y = 3 mm with O2 as the carrier gas. (d) 

filament position x = 5 cm y = 1.5 cm with O2 as the carrier gas. Several other positions 

were tested with similar results to (c) and (d). The results of (a) and (b) are used as ion 

generation conditions A and B respectively for the rest of this Chapter.  
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experimental cycles each. The results were analyzed via an inverse Abel transformation50 

using the BASEX program.49 

4.3 Experimental Results 

The raw photoelectron images of deprotonated isoxazole, collected using ion source A 

at 266 nm, 306 nm, and 355 nm are presented in Figure 4.3(a)-(c), alongside the 

corresponding spectra. All photoelectron spectra in this work are plotted versus electron 

binding energy, eBE = hν – eKE, where hν is the photon energy and eKE is the electron 

kinetic energy. Unlike the seemingly similar case of oxazolide, studied by our group 

previously,65 no clear vibrational resolution was achieved in this work, with one exception 

discussed in Section 4.5. The lack of resolved vibrational progressions is due to the 

naturally congested spectra and overlapping contributions of more than one anion isomer. 

The experimental resolution itself is similar to the previous work. 

All three spectra in Figure 4.3 exhibit a dominant photodetachment transition at ~3 eV. 

It is usually assumed that the position of a photodetachment band maximum corresponds 

to the vertical detachment energy (VDE). However, based on the analysis in Sections 4.4 

and 4.5, this dominant band is attributed to a mixture of anion isomers; hence the maximum 

position does not necessarily correspond to the VDE of any particular anion. 

The 355 nm spectrum in Figure 1(a) shows a low-eBE shoulder for the dominant 

spectral band. This shoulder is also discernable, albeit not as clearly, in the 306 and 266 

nm spectra in Figures 4.3(b) and (c), respectively. The intensity of the shoulder was 

observed to change significantly depending on the ion generation conditions. This behavior 

is consistent with  
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Figure 4.3 Composite raw and Abel-inverted photoelectron images (left and right halves, 

respectively) and the corresponding photoelectron spectra of deprotonated isoxazole 

obtained at (a) 355 nm, (b) 306 nm, and (c) 266 nm. The spectrum of triangular graphs in 

(d), also superimposed for clarity and convenience with the experimental spectra in (a)-(c), 
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summarizes the results of the EOM-IP-CCSD/aug-cc-pVTZ calculations for the C5-, C3-, 

and C4-anion isomers, described in Section 4.4. The bold vertical sides of the triangles 

represent the VDEs of the indicated transitions and should be viewed, collectively, as 

traditional stick-spectra. The left vertices of the triangles indicate the EAs of the 

corresponding neutral states. The lengths of the horizontal sides, therefore, correspond to 

the neutral-radical relaxation energies, serving as an indication of the expected width of 

the Franck-Condon envelope of each corresponding transition. See Section 4.5 for details. 
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the presence of more than one anion isomer, whose relative populations vary depending 

on the ion source conditions. To emphasize this point, Figure 4.4(a) and (b) compares the 

355 nm spectra of the ions generated using ion source A and ion source B, respectively. 

The low-eBE shoulder in Figure 4.4(b) is not only enhanced in relative intensity, compared 

to Figure 4.4(a), but also shows a partially resolved vibrational progression with an average 

spacing of 0.11(1) eV or 890(80) cm−1. 

As can be seen by visual inspection of the data in Figure 4.3, the photoelectron images 

exhibit slightly perpendicular photoelectron angular distributions (PADs). The values of 

the photoelectron anisotropy parameter  corresponding to different photodetachment 

bands are indicated next to them in the photoelectron spectra. The  values were 

determined by analyzing the angular dependence of the images, integrated in the energy 

domain over the full width at half-maximum of the corresponding spectral peaks.24,49 

Compared to other heterocyclic aromatics,35 little variation of  for different transitions or 

as a function of eKE is observed in this work. We attribute this, in part, to the spectral 

overlap of different anion isomers, as discussed in the following Sections. 

4.4 Theoretical Modeling 

As discussed in the Introduction, the ease of deprotonation in isoxazole is expected to 

decrease from C5 to C3 to C4 (Scheme 4.1). Past studies showed deprotonation at C5 and 

C3,11 and consistent with these observations, the sensitivity of the photoelectron spectra to 

the ion source conditions in the present work suggests the existence of more than one active 

deprotonation site, resulting in competing reaction pathways and products. No such 

sensitivity was noted in the previous work on oxazolide,65 consistent with the generation 

of only one anion isomer. 
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Figure 4.4 The black noisy lines in (a) and (b) represent the experimental photoelectron 

spectra of deprotonated isoxazole collected using ion source conditions A and B, 

respectively. The dashed blue and green curves in each case represent the Wigner-scaled 

Gaussian (WSG) basis functions WSG(3) and WSG(5), respectively, representing the (3) 
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and (5) transitions, as defined in Section 4.5 and Figure 1(d), used to fit to the 

experimental spectra. The solid purple curve in each case is the resulting least-squares fit 

to the data. The three-pronged comb in (b) indicates a vibrational progression, partially-

resolved in the experimental spectrum, attributed to an in-plane ring-distortion mode. 
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To assist in the interpretation of the results, we carried out geometry optimizations and 

selected potential energy scans for the deprotonated isoxazole anions, as well as the 

corresponding neutral radicals. The calculations were performed using the QChem 

software package.78 The coupled-cluster theory with single and double excitations (CCSD) 

was used for all anion geometry optimizations. The anion VDEs and neutral electron 

affinities (EA) were calculated using the equation-of-motion (EOM) ionization-potential 

(IP) formalism, combined with the coupled-cluster theory.79 For each stable isomer of the 

anion, the VDEs were determined for transitions to two lowest electronic states of the 

corresponding neutral radical: the 2Aʹ (-radical) and 2Aʺ (-radical) states. The respective 

VDE() and VDE() values were obtained from single-point EOM-IP-CCSD calculations 

for optimized anion structures, removing the highest-energy appropriate-symmetry 

electron from the closed-shell anion reference. 

Attempts to optimize the neutral structures at the CCSD level of theory resulted in 

significant spin contamination (S2  1.1, compared to expected 0.75) and were therefore 

deemed unreliable. Instead, the geometries of the ground and first excited electronic states 

of the neutral radicals were optimized using the unrestricted EOM-IP-CCSD method. Each 

neutral state was accessed by removing an appropriate-symmetry electron from the closed-

shell anion reference and the geometry was optimized by following the potential gradient 

of the target state. The adiabatic electron affinities or adiabatic electron attachment/binding 

energies were calculated as energy differences between the respective geometry-optimized 

neutral and anion states. For brevity, both the electron affinities (for the ground states) and 

the adiabatic attachment energies (for the excited states) are hereafter referred to as electron 

affinities of the corresponding states. All CCSD and EOM-IP-CCSD calculations reported 
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here employed the aug-cc-pVTZ basis set. Where noted, additional quick surveying 

calculations and potential energy scans were performed using the B3LYP density 

functional with the aug-cc-pVDZ basis set. 

The results of the calculations are summarized in Figure 4.5 and Table 4.1. Figure 4.5 

shows the anion structures and their relative energetics, with the three panels corresponding 

to isoxazole deprotonation at the C5, C3, and C4 positions, in the order of decreasing 

acidity. The C5, C3, and C4 panels are labeled in green, blue, and red. The same colors are 

used in Figures 4.3 and 4.4 to color-code the spectral assignments and model spectra. Table 

4.1 summarizes the complete geometric parameters of the optimized anion and ground-

state neutral structures. Vibrational frequency calculations were used to verify that the 

anion structures shown correspond to true potential minima.  

As expected, the calculations show that C4 deprotonation is less favorable than C5, by 

0.30 eV. This value was determined by comparing the CCSD energies of the optimized 

C5- and C4-isoxazolide structures. It is impossible to give a corresponding value for 

isoxazole deprotonation at the C3 position, because this process triggers the dissociation 

of the N−O bond, followed by the opening of the ring. Relaxed potential energy scans with 

respect to the C4–C3–N bond angle (B3LYP/aug-cc-pVDZ) showed no barrier to the ring 

opening in C3-isoxazolide, contrasting the C5 and C4 deprotonation pathways, both of 

which keep the ring intact. Since the immediate product of C3 deprotonation, C3-

isoxazolide, is not a stationary structure, it does not possess an energy eigenvalue. This is  
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Figure 4.5. Possible isomers of the isoxazolide anion formed by the removal of H+ from 

isoxazole. All relative energy values are calculated at the CCSD and EOM-IP-CCSD levels 

of theory with the aug-cc-pVTZ basis set. The dashed energy levels for the neutral 

(doublet) states correspond to the optimized radical structures, while the solid lines 

represent the corresponding neutral-state energy levels accessed in vertical 

photodetachment of the anions. 
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Table 4.1 Geometric parameters of the equilibrium anion and neutral structures resulting 

from the deprotonation or H-dissociation of isoxazole at the C5, C3, or C4 positions, 

respectively. The anion structures are shown at the bottom of Figure 4.6. Geometry 

optimizations were carried out at the CCSD level of theory with the aug-cc-pVTZ basis 

set. The bond lengths are given in Angstroms and bond angles in degrees.  

 
C5-

isoxazolide 

C5-

isoxazolyl 

C3-enolate 

anion 

C3-enolate 

radical 

C4-

isoxazolide 

C4-

isoxazolyl 

O–N 1.423 1.425 n/a n/a 1.387 1.394 

N–C3 1.307 1.306 1.166 1.161 1.315 1.307 

C3–C4 1.418 1.429 1.414 1.405 1.453 1.417 

C4-C5 1.395 1.350 1.399 1.451 1.365 1.345 

C5–O 1.372 1.304 1.245 1.217 1.388 1.347 

C3–H 1.082 1.077 n/a n/a 1.085 1.076 

C4–H 1.079 1.072 1.080 1.081 n/a n/a 

C5–H n/a n/a 1.113 1.098 1.082 1.075 

∠O-N-C3 103.3 104.8 n/a n/a 104.5 106.5 

∠N-C3-C4 112.6 113.3 177.6 178.5 117.2 110.0 

∠C3-C4-C5 107.0 100.3 123.8 121.1 96.5 105.8 

∠C4-C5-O 104.0 114.8 129.9 123.0 115.7 108.7 

∠N-C3-H 118.1 118.1 n/a n/a 115.6 119.6 

∠C3-C4-H 126.6 130.1 117.3 118.4 n/a n/a 

∠C4-C5-H n/a n/a 112.1 115.7 133.0 134.7 
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indicated schematically by a shaded energy band representing C3-isoxazolide in Figure 

4.5.  

As shown at the bottom of Figure 4.5, the opening of the ring in C3-isoxazolide does 

produce an equilibrium anion structure, whose IUPAC name is (Z)-2-cyanoethen-1-olate. 

We will refer to it, for brevity, as C3-enolate, where the prefix indicates its origin from C3 

deprotonation of isoxazole. There is no information in the literature about previous studies 

of this anion. Allowing fleeting liberty with the nomenclature in referring to C3-enolate as 

the cis (with respect to the C4=C5 bond) isomer, it should be noted that the corresponding 

trans form, (E)-2-cyanoethen-1-olate (not shown), is 0.095 eV (B3LYP/aug-cc-pVDZ) 

more stable than the cis C3-enolate structure shown. However, a potential energy scan with 

respect to the C4=C5 torsion angle (B3LYP/aug-cc-pVDZ) indicates a 1.3 eV barrier 

separating the cis and trans anions, consistent with the  bonding character included in the 

C4=C5 bond. Therefore, we deem the trans-C3-enolate anion to be inaccessible in the 

present experiments and make no further reference to it here. 

As seen in Figure 4.5, the ring opening from C3-isoxazolide to C3-enolate results in 

significant stabilization of the anion. According to CCSD/aug-cc-pVTZ, C3-enolate is 2.82 

eV more stable than C5-isoxazolide. However, the final-state energetics should not be 

taken to indicate that the C3 species must dominate the anion population. The formation of 

all anion isomers involves an initial deprotonation step, which is followed by a downhill 

ring-opening in the C3 case only. Since little coupling can be conceived between the final 

C3, C4, and C5 structures, their relative populations are determined by the relative ease of 

the initial C3 vs. C4 vs. C5 deprotonation steps. Since the acidity considerations indicate 

that C5 deprotonation is slightly more favorable than C3 (initially), the formation of C5-
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isoxazolide may be correspondingly more efficient than the formation of the (ultimately) 

more stable C3-enolate form. Considering the energetics of an electron-impact ionized 

plasma, even the C4 deprotonation in our experiment cannot be ruled out a priori. 

The neutral state energies are also indicated in Figure 4.5 based on the EOM-IP-CCSD 

results. For each anion isomer, the two lowest neutral electronic states are described: one 

corresponding to the  radical (2Aʹ state) and one to the  radical (2Aʺ state). (In this work, 

the  and  designations refer to the orbital nodal character with respect to the molecular 

plane; they are not used in the rigorous spectroscopic sense associated with the projection 

of orbital angular momentum on an internuclear axis.) In Figure 4.5, each radical state is 

represented by two energy levels: one (shown by solid horizontal lines) is obtained via a 

vertical detachment transition from the relaxed anion structure and the other (dashed 

horizontal lines) corresponds to a relaxed neutral geometry. For each neutral state, the 

energy difference between the “solid” level and the optimized anion structure corresponds 

to the anion VDE, while the difference between the “dashed” level and the optimized anion 

structure is the neutral’s EA. The difference between the “solid” and “dashed” neutral 

energy levels, i.e. (VDE − EA), is the neutral state’s relaxation energy. 

The ring-closed C4- and C5-isoxazolide anions, as well as the ring-open C3-enolate, are 

a closed-shell 1Aʹ species. The completely filled HOMO and HOMO−1 orbitals of each of 

the anion isomers are shown in Figure 4.6. The ground states of neutral C5- and C4-

isoxazolyl correspond to σ radicals (X 2Aʹ) formed by the ejection of an electron from the 

aʹ HOMO of the respective anions. As expected, these HOMOs have significant C5/C4 

(respectively) sp2 hybrid character. The corresponding canonical orbital of the C5/C4-

isoxazolyl radical would combine with the 1s orbital of H to form the C5/C4-H  bond in 
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the isoxazole molecule. The first excited states of C5- and C4-isoxazolyl are π radicals 

(A 2Aʺ) formed by the ejection of an electron from the aʺ HOMO−1 of the corresponding 

anions. 

The HOMO and HOMO-1 of ring-closed C3-isoxazolide (not shown) are similar to their 

C4 and C5 counterparts in that they too are  (aʹ) and  (aʺ) in their respective characters, 

with the HOMO having a large contribution from the C3 sp2 hybrid. However, the ordering 

of the orbitals changes upon the opening of the ring, with the  orbital becoming the 

HOMO of the C3-enolate anion. The immediate implication of this change is that the 

lowest-energy photodetachment transition in C3-enolate accesses the -radical ground 

state of the neutral, while the -radical becomes an excited state, as indicated in Figure 3. 

The -character HOMO−1 of C3-enolate (Figure 4.6) includes no sp2 hybrid contribution 

from the deprotonated carbon, C3. In fact, the C3 atom in C3-enolate is in the sp 

hybridization state. Instead, this aʹ MO includes dominant contributions from the C5 (not 

C3) atom sp2 hybrids, coupled with the in-plane p orbital on the oxygen atom. Overall, the 

MO has, predominantly, a clear d-like character, qualitatively similar to the g
* HOMO of 

O2
−. 

As seen in Figure 3, the relaxation energies, VDE − EA, of the  radical states are consis-

tently larger than those of the  radicals for each of the three isomers. This is to be expected, 

because the removal of an electron from an in-plane MO results in a greater distortion of 

the molecular geometry compared to the removal of an electron from an out-of-plane MO. 

We further note that the slightly negative anisotropy values reported in Figure 1 are 

consistent with the detachment from all types of orbitals illustrated in Figure 4.4. Past 

studies and analysis using the s-p mixed character model predicted moderately negative   
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Figure 4.6 The HOMO (top row) and HOMO-1 (second row) of each of the anion isomers 

discussed in this work, calculated at the CCSD level of theory with the aug-cc-pVTZ basis 

set. The surfaces shown correspond to an isovalue of 0.10. 
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values in the detachment from in-plane  orbitals of similar heterocyclics with significant 

sp2 hybrid character.16,35 Similarly, negative values of the anisotropy parameter should be 

expected based on qualitative symmetry considerations in the detachment form  type 

MOs,23 as well as from d-like MOs,16,30,31,80 similar to C3-enolate’s aʹ HOMO−1. Hence, 

in the deprotonation of isoxazole, we have relatively small expected anisotropy variation 

for different photodetachment transitions, combined with the co-existence of different 

anion isomers with partially overlapping photoelectron spectra. It is not surprising, 

therefore, that little quantitative analysis of the PADs could be carried out in this work, 

beyond the general qualitative conclusion about the agreement of the experimental 

observations with the model predictions. 

4.5 Discussion 

The experimental images and spectra in this work are assigned to a combination of the 

anion isomers resulting from the deprotonation of the precursor isoxazole molecule. The 

past studies11 provided evidence of isoxazole deprotonation at C5 and C3 positions, but not 

at C4. The ion-generation conditions in our experiment are drastically different and the 

excitation energies existing within the electron-impact ionized plasma in our ion source 

may be sufficient to activate deprotonation even at the most unfavorable C4 position. There 

is no contradiction between this conclusion and the past study of oxazole, where 

deprotonation was observed at only one position. Oxazole and isoxazole are chemically 

distinct molecules. Although both are weak bases, the pKa values of their respective 

conjugate acids (i.e. protonated, rather than deprotonated molecules) are significantly 

different: 0.8 for H+oxazole, compared to −3.0 for H+isoxazole.81 Similarly, there is no 

reason to expect the deprotonation behaviors of the two molecules to be identical.  
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The past oxazole work relied on definitive mass-spectrometric data for the deuterated 

form of the compound to draw the conclusion about its selective deprotonation.65 Similarly, 

concrete experimental evidence would be needed to rule out any deprotonation pathways 

in isoxazole. The available evidence does not provide sufficient basis for excluding any of 

the pathways. To the contrary, the observed changes in the spectra depending on the ion 

source conditions point to an opposite conclusion: that there are indeed multiple active 

deprotonation pathways in isoxazole within the electron-impact-ionized plasma. 

To facilitate the spectral assignments, the VDE and EA values from Figure 4.5 are also 

indicated in Figure 4.3, using specifically designed triangular graphs superimposed with 

the experimental spectra. The graphs follow the isomer color scheme adopted throughout: 

green for the anion resulting from C5 deprotonation of isoxazole, blue for C3, and red for 

C4. Two triangular graphs are shown for each isomer in Figures 4.3(b) and (c): one for 

each of the two lowest photodetachment transitions, accessing the  and  radical states, 

for a total of six transitions. In Figure 4.3(a), two of the higher-energy transitions are not 

shown, because they fall too far outside the photon energy range. The key to the energetic 

triangles is given in Figure 4.3(d). For example, the (5) label corresponds to the X 1Aʹ → 

X 2Aʹ transition in C5-isoxazolide, producing the C5-isoxazolyl -radical. The bold vertical 

sides of the triangles should be viewed as traditional stick-spectra, indicating the VDEs of 

the transitions. The position of the left vertex of each triangle indicates the adiabatic 

electron affinity of the corresponding neutral state. The length of the horizontal side, 

corresponding to the difference between the VDE and the EA is, therefore, the relaxation 

energy of the neutral radical. The relaxation energy serves as an indication of the expected 

width of the Franck-Condon envelope of the corresponding transition. In comparing the 
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experimental spectra in Figure 4.3 to the spectrum of the calculated triangles, one should 

keep in mind that the EOM-IP-CCSD calculations achieve better accuracy in describing 

the lowest-energy photodetachment transitions, compared to the excited states. Finally, 

while we cannot predict either the relative isomer populations or the corresponding 

photodetachment cross-sections, we do expect, on energetic grounds, the contribution of 

the C4 anion isomer to be smaller than that of either C5 or C3. This expectation is indicated 

by the reduced height of the C4 triangles in Figure 4.3. 

Comparing the experimental and theoretical results in Figure 4.3, we conclude that none 

of the three possible anion isomers can be definitively excluded from consideration. As 

discussed above, the coexistence of the C5 and C3 isomers is expected, based on the past 

results,11 deprotonation energetics, and the observed dependence of the spectra on the ion 

source conditions in this work. However, even the highest-energy C4 isomer cannot be 

excluded based on the available data. In particular, the long low-eBE shoulder of the main 

photodetachment band appears consistent with  photodetachment of a combination of the 

C5 and C4 isoxazolide isomers, i.e. transitions (5) and (4). The more pronounced band 

peaking at about 3 eV is attributed to the lowest-energy transition in C3-enolate, (3). The 

broader right shoulder of the dominant peak in the 306 and 266 nm spectra is attributed to 

the second transition in C5-isoxazolide, (5). This shoulder is most pronounced at 266 nm 

and least visible at 355 nm, consistent with the near-threshold Wigner suppression of the 

electronic part of the photodetachment cross-section.28,56 The separate band, appearing at 

higher energies in the 306 and 266 nm spectra and peaking at eBE > 4 eV in the latter, is 

assigned to the second transition in C3-enolate, (3), but the (4) transition may also be 

contributing to the lower-eBE shoulder of this band. 
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To examine the competition of the anion isomers, we modelled the 355 nm photoelectron 

spectra obtained using different ion-source conditions. The results are in Figure 4.4. As 

seen by comparing the experimental spectra in (a) and (b), the low-eBE shoulder in the 

source-A spectrum is smaller, relative to the dominant peak, compared to the similar 

shoulder in the source-B spectrum. These spectral variations are consistent with the 

existence of competing deprotonation pathways in the parent isoxazole molecule, yielding 

coexisting anion isomers with varying relative populations.  

In modeling these spectra, we rolled the C5 and possible C4 contributions into a single 

model band, corresponding, predominantly, to the C5 isomer (effectively neglecting the 

C4 contribution). We then modeled the experimental spectra as superpositions of two 

Wigner-scaled Gaussians (WSG), one—WSG(5)⎯corresponding to C5-isoxazolide and 

one—WSG(3)⎯to C3-enolate. A WSG is a normalized Gaussian function of eBE, 

multiplied by an eKE1/2 = (h − eBE)1/2 pre-factor. The Gaussians simulate the Franck-

Condon envelopes of the transitions, with the maximum position corresponding to the 

VDE, while the pre-factor accounts for the near-threshold scaling of the electronic cross-

sections. The form of the scaling function chosen corresponds to the Wigner law28 with the 

l = 0 value of the orbital angular momentum quantum number of the outgoing free electron. 

Granted, the final state in the observed transitions is a superposition of partial waves with 

different l values. However, in the low-eKE regime, where the Wigner scaling is most 

important, the s partial waves will dominate (assuming they are allowed by the selection 

rules). Therefore, in the absence of detailed information about the partial-wave 

composition, the above scaling function is most appropriate, if only approximate. This 
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approach to modeling of photoelectron spectra has been tested by our group on other 

systems in several previous publications.82,83 

In each case shown in Figures 4.4(a) and (b), a superposition of WSG(5) and WSG(3) 

model functions was fit to the experimental spectra, with their relative coefficients, 

Gaussian maximum positions (VDEs), and Gaussian widths treated as adjustable 

parameters. In each case, the two WSG functions, as well as their superposition, are shown 

in the figure, superimposed with the experimental spectrum. For the lower-eBE function, 

WSG(5), the fits returned VDE = 2.97 eV and 2.83 eV for ion sources A and B, 

respectively. These values, giving 2.90 eV on average, should be compared to VDE() = 

of 2.85 eV calculated for C5-isoxazolide. The possible contribution of C4 is expected to 

be smaller and mostly important at the lower-eBE shoulder of the transition rather than 

near its peak; it may, however, be partially responsible for the variation in the above fit 

VDE values. The second model function, WSG(3), describing the -radical transition in 

C3-enolate, gives VDE values of 3.01 eV and 3.00 eV in Figures 4.4(a) and (b), 

respectively, to be compared to VDE() = 3.08 eV calculated for C3-enolate. Based on 

these fits, we determine the VDE values for C5-isoxazolide and C3-enolate to be 2.90(7) 

eV and 3.00(1) eV, respectively.  

In both Figures 4.4(a) and (b) the Gaussian part of WSG(3) is narrower than that of 

WSG(5). This is consistent with the smaller neutral relaxation energy associated with the 

(3) transition compared to (5), as seen in the theoretical results summarized in Figures 

1 and 3. Turning to the relative weights of the different isomers, the ratio of the WSG(5) 

and WSG(3) coefficients is 1.48 in Figure 4.4(a), compared to 1.94 in Figure 4.4(b). 

Without knowing the relative magnitudes of the photodetachment cross-sections of 
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different isomers, it is impossible to translate these figures into the relative isomer 

populations. However, it can be stated with confidence that the fractional population of 

C3-enolate in ion source A is approximately 30% larger than in ion source B. The other 

ion generation conditions described by Figure 4.2 show the sensitivity of fractional isomer 

population to these conditions. 

At low energies, the spectrum in Figure 4.4(b) reveals a faint signature of a vibrational 

progression attributed to C5-isoxazolide. This progression is less discernable in Figure 

4.4(a), because the C5 spectrum there is overwhelmed by the larger contribution of C3-

enolate. The 0.11(1) eV or 890(80) cm−1 spacing between the vibrational peaks agrees well 

with the 892 cm−1 frequency of an in-plane ring-distortion mode in C5-isoxazolyl, 

predicted based on the B3LYP/aug-cc-pVDZ harmonic frequency calculation. It also 

agrees well with the same-frequency, 890(80) cm−1, vibrational progression observed in 

the photoelectron spectrum of C2-oxazolide, assigned to a similar in-plane ring-distortion 

mode in the oxazolyl radical.65 

Finally, we comment that the observed VDE of C5-isoxazolide, 2.90(7) eV, is sizably 

larger than the corresponding value for C2-oxazolide, 2.66(2) eV. A similar difference 

applies to the adiabatic EAs of the corresponding isoxazolyl and oxazolyl radicals. 

Although the EA of isoxazolyl could not be determined reliably from the experimental data 

in this work, the high-level calculations place this value for the C5-radical (corresponding 

to the most acidic deprotonation pathway) at 2.46 eV (Figure 4.5), in general agreement 

with the experimental spectra. This is to be compared to the experimentally determined EA 

of C2-oxazolyl, 2.21(2) eV.65 Overall, a quarter-of-an-electron-volt increase in electron 

binding energies in deprotonated isoxazole, compared to oxazole, may explain the multiple 
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active deprotonation pathways in isoxazole, contrasting the sole pathway observed in 

oxazole. 

4.6 Summary and Conclusions 

Deprotonation of isoxazole can occur at three distinct positions within the molecule. 

Deprotonation at the most acidic (C5), as well as the least acidic (C4) positions yields the 

respective C5- and C4-isoxazolide anions, while the reaction at the intermediate-acidity C3 

site leads to a cleavage of the O−N bond and an opening of the ring in the anion. The anion 

photoelectron spectra of deprotonated isoxazole are assigned to a mixture of predominantly 

C5-isoxazolide, with a VDE of 2.90(7) eV, and C3-enolate, with a VDE of 3.00(1) eV, 

with a possible but less significant contribution from C4-isoxazolide. The former value, for 

C5-isoxazolide, is sizably larger than the VDE = 2.66(2) eV of C2-oxazolide, formed via 

the most acidic and the sole observed deprotonation pathway in oxazole.  In contrast to 

oxazolide, the relative intensities of the isoxazolide spectral bands exhibit sensitivity to the 

ion source conditions, giving evidence of competing and varying contributions of the 

different deprotonation pathways. The lowest energy photodetachment transitions in the 

C5- and C4-isoxazolide anions access the σ-radical (X 2Aʹ) ground states of C5- and C4-

isoxazolyl, respectively, while the ground-state neutral derived from ring-open C3-enolate 

is a  radical (X 2Aʺ).  
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CHAPTER 5: CHEMISTRY OF THE BREAKING BOND 

5.1 Introduction 

Bond breaking is an experimentally and theoretically challenging problem. The 

electronic structure of a dissociating chemical bond is transient and multi-configurational. 

In this Chapter, we focus on chemical bonds stretched far beyond their equilibrium lengths, 

characterized by a diradical (two unpaired electrons) electronic structure exhibiting 

interactions between two radical centers.84 This interaction gives rise to a manifold of 

nearly degenerate electronic states with multi-configurational wavefunctions due to the 

many ways of combining the orbital contributions and spins of the electrons. Nearly broken 

chemical bonds are usually not found in stable structures that can be easily probed. We 

access these states by photodetaching an electron from a stable radical anion85,86 which 

transitions to a diradical neutral, where the fragment radicals cannot separate completely 

but remain constrained by intact molecular geometry. 

A previous study87 from our group used oxazole as the molecular framework to access 

a diradical interaction of a nearly broken covalent bond. Oxazole undergoes bond fission 

upon electron attachment as shown in Figure 5.1 where the excess charge resides primarily 

on the oxygen.7,8 Photodetachment of an electron is a fast process, which does not allow 

time for relaxation of the molecular geometry. This means the energy spectrum of the 

neutral ring-opened oxazole is measured at the geometry of the anion, which leaves the 

two radical centers ~3 Å apart. The diradical interaction acts as a stretched covalent bond. 

Additionally, the oxazole anion was also shown to undergo internal rotation about the C- 
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Figure 5.1 Electron attachment and photodetachment pathways of oxazole. 1: closed-

shell oxazole. 2 and 3: the cis and trans forms of the ring-open oxazole anion. 2a and 3a: 

the cis and trans ring-open neutral diradical structures.  
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N bond which moves the carbon radical much further from the oxygen.87 Oxazole anion 

exists as a superposition of these two cis and trans structures. Electron detachment from 

the trans structure leaves a neutral diradical, but the original bond fragments are now far 

apart. 

In the present work, we contrast the ring-opening of oxazole with a similar chemistry 

in isoxazole. Oxazole and isoxazole are distinct chemical species. As depicted in Figure 

5.2, electron attachment to isoxazole also results in ring opening in the anion, but it is the 

O−N bond rather than an O−C bond that is dissociated in this case11. Just as with oxazole, 

the excess electron in the ring-open isoxazole anion is located primarily on the oxygen 

atom and photodetachment leads to a neutral diradical with the interaction centers ~3 Å 

apart. However, isoxazole has a π-conjugated system across the carbon atoms that form the 

molecular framework keeping the radical centers close. This dramatically increases the 

energy barrier of internal rotations from a cis to a trans structure. A potential energy scan 

done with the Q-chem 5.169 software package at the B3LYP/aug-cc-pVDZ level of theory 

showed a 1.14 eV barrier for this rotation. Each of these states are already multi-

configurational and nearly degenerate. With this energy barrier blocking the internal 

rotation, the number of states probed decreases significantly creating a less convoluted 

spectrum. 

5.2 Experimental and Theoretical Methods 

Unlike isoxazolide, the spectrum of isoxazole was not particularly sensitive to the ion 

generation conditions. The generation conditions used are described in detail in Chapter 4 

as ion generation condition A, but without the 5x5 cm metal plate opposite the electron 

cannon. Both anions were obtained simultaneously by expanding a neutral isoxazole  
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Figure 5.2 Electron attachment and photodetachment pathways of isoxazole. 1: closed-

shell oxazole. 2: the cis and trans form of the ring-open isoxazole anion. 2a: the cis and 

trans ring-open neutral diradical structure.  
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precursor seeded in O2 gas through a pulsed supersonic nozzle. The precursor isoxazole 

vapor was picked up from the liquid sample (99%; Sigma Aldrich, Inc.) kept at ambient 

room temperature. Photoelectron images were collected at 355 nm, 306 nm, and 266 nm.  

Electronic-structure optimization calculations were carried out at the CCSD level of 

theory with the aug-cc-pVTZ basis set, using the Q-Chem 5.169 software package. 

Equation-of-motion (EOM) methods79,88,89 were combined with coupled-cluster theory. 

The EOM ionization potential (IP) methodology79 was used to access the low-lying 

electronic states of the neutral by removing an electron from the anion reference. 

Conversely, the EOM electron affinity (EA) method was used to generate the anion state 

by adding an electron to the closed-shell singlet reference of the neutral structure. Finally, 

EOM spin-flip (SF)88 calculations were used to determine the energy gaps within the 

manifold of the singlet and triplet diradical states of the neutral. 

 

5.3 Experimental Results 

The photoelectron images collected at 355, 306, and 266 nm for isoxazole anion are 

shown in Figure 5.3. Alongside them are the corresponding photoelectron spectra plotted 

versus electron binding energy (eBE).  

The spectra are broad and congested, as expected due to the nearly degenerate states 

formed by a dissociating covalent bond. The floppy structure of the ring-open anion also 

contributes to the broadness of the spectra. Despite this and in contrast to oxazole87, the 

peaks in the isoxazole spectra are well resolved. The vertical detachment energies (VDEs) 

of the peaks are best defined using the 266 nm spectrum due to low eKE threshold scaling, 

with energies of 2.64(1) eV and 2.95(2) eV. The high eBE feature in the 355 nm spectrum  
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Figure 5.3 Experimental results and assignment. The 266 nm photoelectron image and 

complete 266, 306, and 355 nm photoelectron spectra of ring-opened isoxazole. The stick 

spectrum in red is based on the calculations summarized in Figure 5.4  
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is due to autodetachment. The 266 nm spectrum also shows possible excited state in the 

range of 3.6 eV − 4.0 eV. 

5.4 Discussion 

The ring-opened isoxazole anion in its ground state is doublet with the nominal electron 

configuration  2A′:…(15a′)2(3𝑎′′)2(16𝑎′)1. The antibonding character of the 16𝑎′ orbital 

with respect to the O-N bond is responsible for the opening of the ring in the anion. As 

shown in Figure 5.4 the lowest energy vertical transition to the neutral is a triplet state, 

which is close in energy to an open-shell singlet state. Both of these states correspond to 

an electron being detached from the out-of-plane π orbital 3𝑎′′. Electron detachment from 

out-of-plane orbitals have little impact on the structure of the molecule and thus the 

geometry of the triplet and open-shell singlet are expected to be similar to the anion 

geometry. The minimum of the closed shell-singlet state  1A′:…(15a′)2(3𝑎′′)2(16𝑎′)0 

corresponds to the relaxed cyclic structure with an intact O-N bond. The vertical 

detachment from the anion ground state accesses this closed-shell singlet at an unstable 

geometry stretched far from its ground state. 

In order to accurately describe the closed-shell singlet, triplet and open-shell singlet 

states of the reactive ring-open intermediate, EOM-EA, EOM-SF88 and EOM-IP79 

calculations were carried out, all using the aug-cc-pVTZ basis set. First, the anion geometry 

was optimized by using the EOM-EA-CCSD method adopting the closed-shell singlet 

reference. This admittedly somewhat convoluted and unusual approach to anion geometry 

optimization resorted to, because direct CCSD optimization of the anion using Hartree-

Fock (HF) orbitals exhibited significant spin-contamination, S2  1.0, or convergence 

problems. For the EOM-EA-CCSD optimized anion geometry, the high-spin (MS = 1)  
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Figure 5.4 The electronic structures of ring-opened isoxazole and oxazole. The electron 

configurations of each state are labeled. The neutral states determined from EOM-XX-

CCSD/aug-cc-pVTZ, XX=IP, SF calculations are given in electron volts relative to the 

corresponding optimized anion geometry.  
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component of the neutral triplet state,  3A′′:…(15a′)2(3𝑎′′)1(16𝑎′)1, hereafter referred to 

as the “triplet reference”, was accessed by removal of a 3𝑎′′ electron from the anion, 

𝑋 2A′:…(15a′)2(3𝑎′′)2(16𝑎′)1. The closed-shell singlet,  1A′:…(15a′)2(3𝑎′′)2(16𝑎′)0, 

and the open-shell singlet  1A′′:…(15a′)2(3𝑎′′)1(16𝑎′)1 states were accessed by single 

spin-flip excitations from the MS = 1 triplet reference. The MS = 0 component of the 

triplet was used to calculate the singlet-triplet energy gaps. 

As already mentioned, the use of HF orbitals for open-shell states of this system 

indicated significant spin contamination. In each of these calculations the expectation value 

of the spin-squared operator is given. Theoretically this should give S(S+1) where S is the 

total spin of the molecule. When this result is off by more than 10% the results are said to 

be spin contaminated and the energy values cannot be trusted. This can be solved by using 

unrestricted B3LYP orbitals for the calculations, because coupled-cluster theory methods 

are relatively insensitive to the choice of orbital basis. A summary of the neutral state 

energies is displayed in Figure 5.4, with all numeric values given relative to the anion 

equilibrium geometry. 

A comparison with the states of ring-opened oxazole is given in Figure 5.4. Of 

particular note is that the lowest energy transition for isoxazole is the triplet  3A′′ followed 

by the open-shell singlet  1A′′ and a much higher energy closed shell singlet  1A′. Neutral 

ring-opened oxazole has all three of these corresponding states at nearly the same energy 

and the closed shell singlet is the lowest in energy. 

The agreement of the theoretical spectrum, marked by the red line in Figure 5.3, and 

the experimental spectra is quite remarkable. The transition energies of the lowest two 

neutral states are predicted within ~0.1 eV. We assign the 3A′′ to be the lowest energy 
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vertical transition from the anion with a VDE of 2.64(1) eV. The open shell singlet  1A′′ is 

assigned to the peak with VDE = 2.95(2). The closed-shell singlet and the open-shell triplet 

cannot be unambiguously assigned from the experimental spectra but are in agreement with 

the EOM-SF calculations given in Figure 5.4. 

 

5.5 Conclusion 

The addition of an electron to isoxazole dissociates the O-N bond and upon 

photodetachment leaves a diradical. The through-space interaction of these radical centers 

gives several closely lying electronic states at very strained geometries. Backed by 

theoretical analysis, the experiment has provided a snapshot of this reactive intermediate. 
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CHAPTER 6: SUMMARY AND FUTURE DIRECTIONS 

6.1 Summary 

In this dissertation, we have explored applications of photoelectron imaging spectroscopy. The 

systems we have studied have served to broaden our understanding of electronic structure. 

Specifically, we expanded the model used to predict photoelectron angular distributions for 

hybridized molecules, probed bond dissociations and molecular stabilities of radical systems. This 

work has used the power of photoelectron imaging and the analysis of photoelectron angular 

distributions to gain insight into the complexity of electronic structure and explore the chemistry 

of elusive and reactive molecular structures. 

6.2 Experiments with Preliminary Data 

6.2.1 Ring Opening of Furan 

During a study on the aromaticity of furanide,64 the mass spectrum showed the presence 

of a species with a mass of 68 amu (Figure 6.1). The sample in use at the time was furan 

with argon as a carrier gas. Argon is an inert gas and unlikely to produce any ions in the 

gas phase. Furan has a mass of 68 amu and thus is the most logical assignment for this 

peak. A photoelectron image was collected at 306 nm and is displayed in Figure 6.2 

alongside its corresponding energy spectrum. Just as was seen with ring-opening in oxazole 

and isoxazole the spectrum is broad and congested, with what appears to be 2 close lying 

electronic states. 

Geometry optimization calculations were performed using the Qchem 4.069 software 

package. Upon optimization of the anion, the O-C bond was cleaved, and the ring opened 

slightly. This is similar to the cases of oxazole and isoxazole described in Chapter 5. 

Equation-of-motion (EOM)79 ionization potential calculations predicted states at 1.59 eV 
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and 1.99 eV, neither of which are apparent in the energy spectrum. However, these 

calculations had large spin contamination with 𝑆2 > 1.00, which for a doublet should be 

𝑆2~ .75. The techniques used to reduce spin contamination described in Chapters 4 and 5 

were not known to the author at the time.  

Shortly after the spectrum at 306 nm was collected the ion signal disappeared. The sample 

holder was dry and new furan sample was added. However, the conditions to make furan 

anion were not able to be recreated. The ion signal seen in Figure 6.1 is barely large enough 

to image. Attempts were made to heat the sample, and backing pressures were varied from 

~1 atm to ~3 atm. Many adjustments to electron gun/cannon settings were not able to 

achieve sufficient ion generation. 

6.2.2 Tetrahydrofuran 

The mass spectrum in Figure 6.1 shows a large peak at a mass of 72 amu. This peak 

was consistently larger than either furanide or furan. A photoelectron image was taken at 

532 nm and is displayed in Figure 6.3 alongside its corresponding energy spectrum (a). 

With a mass of 72 amu for neutral furan seeded in argon there are not many possibilities. 

The photoelectron image clearly does not correspond to photodetachment from O2
− solvated 

by argon which would have well resolved vibrational resolution. It was suspected that mass 

72 could be the hydrogenated tetrahydrofuran (THF) despite the unlikely chemistry that 

would need to occur in its formation. While H2
+ abstraction is not uncommon in the ion 

generation conditions of the source chamber, the insertion of H2
+ is significantly less likely. 
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Figure 6.1 Time-of-flight mass spectrum of furan with argon as a carrier gas. Note the 

relative size of the ion intensities.  
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Figure 6.2 Photoelectron image and the corresponding spectrum of m/z 68 collected at 

306 nm.  
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The sample holder was emptied, and vacuum pumped to remove furan and 

tetrahydrofuran was inserted into the sample holder. A photoelectron image was collected 

at 532 nm and the corresponding photoelectron spectrum is given in figure 6.3(b). The 

spectra of m/z 72 from the furan and THF sources are nearly identical. This strongly 

suggests convergent chemistry from the two sources and a THF anion is a possibility. 

However, THF is a strong solvent and in the process of making this measurement the O-

ring in the nozzle was dissolved and significant damage was done to the nozzle. O-rings 

that will not dissolve in THF are expensive and this project was shelved to pursue other 

ideas. If the project is returned to, furan should be used as the source of m/z 72.  

6.3 Ideas for Future Studies 

In this section, I outline several projects related to work presented in this dissertation 

that could improve our understanding of electronic structure and the modeling of PADs. 
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Figure 6.3 Photoelectron image and corresponding energy spectrum (a) of m/z = 72 with 

furan as the source. (b) photoelectron spectrum of m/z = 72 with tetrahydrofuran as the 

source.  
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6.3.1 Deprotonation Induced Ring-Opening 

In chapter 4 we explored the different isomers created upon deprotonation of isoxazole. 

Deprotonation of isoxazole at the C3- position broke the oxygen nitrogen bond and opened 

the ring structure. Calculations have been performed75 to show that a similar behavior is 

exhibited by two other heterocyclic aromatics, isothiazole and isoselenezole. These 

structures are shown in Scheme 6.1. These deprotonated anions have not been studied 

experimentally and would provide insight into the structural changes that occur with hetro-

atom substitution. Pyrazole is also of interest in this study as initial calculations indicate75 

that the N-N bond remains intact upon C3- deprotonation. This contrast can give us insight 

into the aromaticity and stability of these structures. 

 

   

  Scheme (6.1) 

 

 

 

 

 

 

6.3.2 Trends in Heterocyclic Aromatic Anions 

In chapter 3 we expanded on the s-p mixing model and explored the relationship 

between ab initio calculated Hirshfeld charges and the diffuse tails of the anionic 

Pyrazole Isoselenazole Isothiazole 
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wavefunctions. There are many heterocyclic aromatics that could be studied to solidify this 

relationship. Several of the heteroatoms could be replaced by the less electronegative atoms 

selenium or nitrogen, yielding selenophene, pyrrole, pyrazole, selenazole, and imidazole 

(Figure 6.4). According to our predictions in Chapter 3, the less electronegative selenium 

would have a smaller electron withdrawing effect than either sulfur or oxygen. This would 

lead to a smaller local Hirshfeld charge. Each of these molecules could be studied 

computationally before the experiments were performed to predict how they would fall 

into the trends outlined in Chapter 3. 

Additionally, the only 6-member heterocyclic aromatic studied this way was 

pyridinide34. The relatively weak electron withdrawing groups near the deprotonation site 

lead to an anionic orbital that was very similar in spatial extent to atomic carbon. 

Substituting the nitrogen for oxygen or sulfur would allow us to compare the differences 

of the s-p mixing model between five- and six-membered rings. The additional atoms 

would likely withdraw more of the electron density and lead to a smaller local Hirshfeld 

charge68.  

The substitution of carbons in pyridinide for various heteroatoms would allow for the 

study of the impact on the s-p mixing model of symmetry breaking. It is not clear if 

symmetry breaking in these heterocyclic aromatics has an impact on the s-p mixing model. 

Six-member rings offer more ways to examine the effects of individual heteroatom 

substitutions. 
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Figure 6.4 Heterocyclic aromatic molecules suggested for future photoelectron imaging 

studies. 
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APPENDEX A: BETACALC 

This is the MATLAB code for the BetaCalc program. I will explain the basic use and a few 

details that are often adjusted directly in the code based on the needs of the user. BetaCalc 

finds the values of the anisotropy parameter, beta, for each peak specified by the user. It 

can analyze any number of files for the same molecule simultaneously. Add the polar.dat 

and speed.dat files that are obtained from the BASEX49 software to a directory in the same 

folder as betacalc.m. BetaCalc starts by asking you to choose the directory of all your files. 

Only polar.dat and speed.dat files will be read. You will then be asked how many peaks 

you wish to analyze. The maximum number of peaks currently allowed is 15, but in the 

unlikely event you want to analyze more you can change the number 15 in numpeaks>15 

on line 63. You will then be shown the radial distribution and asked to give the radius of 

these peaks one at a time. Beta will then be calculated for each peak you specified in the 

first file.  

The peak you specified can be used exactly or BetaCalc can check for a higher point 

within a few radial units. The calculation will start some specified number of radial units 

away from the peak. Line 77 defines the maximum up to 2 radial units away. If you want 

to exactly define the radius of the peak, then comment out lines 77 and 79 and uncomment 

line 80. 

Rmin and Rmax define the starting points over which beta is determined. If the peak is 

sharp and narrow, then 10-15 is usually sufficient. If the peak is broad or you are slicing it 

into pieces, then you can consider much larger or smaller numbers. 
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numSteps defines how many beta values you will calculate and thus average over. The 

default is 5, but this can be adjusted. 

After BetaCalc has finished determining beta for the first file, (assuming there are more 

than one) you will be asked if the radius is the same in each subsequent file. If you are 

analyzing several images for the same molecule saying yes will allow BetaCalc to 

determine beta for the same peaks you already specified for each file. 

The values of beta are stored in a variable named beta_# where # is based on the order 

the files were analyzed. This order is printed to the command line for easy reference. 

 

BetaCalc: 

clear;clc;close all;clear all; 

  
fprintf(1,'Pick the directory and this will find beta for all peaks in 

all polar.dat files in it\n'); 
directories=dir;%get files 
Nf=length(directories);%number of files 
redefine = -1; 
numpeaks=-1; 
index(30)=0; 
ind=0; 
for i=3:Nf 
    if directories(i).isdir 
       ind=ind+1; 
       filename=directories(i).name; 
       fprintf(1,'%d: %s\n',ind,filename); 
       index(ind)=i; 
    end 
end 
ipick=1000; 

  
while ipick>ind || ipick<=0 
    ipick=input('\nEnter number> '); 
end 
if ipick>0 
    dirname=directories(index(ipick)).name; 
end 

  
fprintf(1,'\nYou are using: %s\n\n',dirname); 

  
files=dir(dirname); 
Nf=length(files); 
num_files=0; 
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for n=3:Nf       %find all files with the extension polar.dat and store 

the names 
                filename=files(n).name; 
                lf=length(filename); 
                if lf > 8 
                    if strcmp(filename(lf-8:lf),'polar.dat') 
                        num_files=num_files+1; 
                        fname=[dirname,'/',filename]; 
                        farr{num_files}=fname; 
                        fprintf(1,'%d: %s\n',num_files,filename); 

  
                    end 
                end 
end 
for Fileindex = 1:length(farr) 
    currentFile = char(farr(Fileindex)); 
    polar = load(currentFile); 
    theta = polar(1:160,2); 
    radians=theta*pi/180; 

  
    speedFile = [currentFile(1:length(currentFile)-9),'speed.dat']; 
    speed = load(speedFile); %load the speed file corresponding to the 

current polar file 
    figure 
    plot(speed(:,1),speed(:,2)) 
    fprintf(1,'You are using: %s\n',char(farr(Fileindex))); 
    if Fileindex > 1 
        while redefine > 1 || redefine <0 
            redefine = input('Are the number of peaks and peak 

locations the same as before? (1 for yes 0 for no)'); 
        end 
    end 
    if redefine < 1 
        while numpeaks>15 || numpeaks<=0 
            numpeaks=input('\nEnter number of peaks> '); 
        end 
        peakloc=zeros(1,numpeaks); 
        for index=1:numpeaks 
            peakloc(1,index)=input('Enter the radius of the peaks one 

at a time:'); 
        end 
        redefine = -1; 
    end 

   

     numSteps=5; 
     eval(['beta_' num2str(Fileindex) ' = zeros(numSteps,numpeaks);']) 
    for currentPeak = 1:numpeaks 
        tempPeakCh = find(speed(:,1)==peakloc(currentPeak)); %find the 

peak closest to the value input by user 
        [~,peakCh] = max(speed(tempPeakCh-2:tempPeakCh+2,2)); %finds 

the 
%        max amplitude close to the location specified. 
        peakCh=peakCh+tempPeakCh-3; 
%        peakCh = tempPeakCh; 
        %begin BETACALC 
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        Rmin = speed(peakCh-15,1); %number of steps away from the peak 
        Rmax= speed(peakCh+15,1); 
        width=Rmax-Rmin; 
        Itheta=zeros(160,1); 

  
        for step =1:numSteps 
            for thetaindex =1:160 
                polarindex = find(polar(:,2)==theta(thetaindex)); 
                for n = 0:2*width 
                    Itheta(thetaindex,1) = Itheta(thetaindex,1) + 

polar(polarindex(polar(polarindex)==Rmin+.5*n),3); 
                end 
            end 
            ft = fittype( 'a*(1+beta/2*(3*cos(x)^2-1))', 'independent', 

'x', 'dependent', 'y' ); 
            opts = fitoptions( ft ); 
            opts.Display = 'Off'; 
            opts.Lower = [-Inf -Inf]; 
            opts.StartPoint = [0.970592781760616 0.957166948242946]; 
            opts.Upper = [Inf Inf]; 

  
            % Fit model to data. 
            [fitresult, gof] = fit(radians,Itheta(:,1), ft, opts ); 
            temp = coeffvalues(fitresult); 
            eval(['beta_' num2str(Fileindex) '(step,currentPeak) = 

temp(2);']) 
            Rmin = Rmin-.5; 
            Rmax=Rmax+.5; 
            width=Rmax-Rmin; 
        end 
    end 
end 
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