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This article provides an overview of some of the recent advances in the rapidly growing field of negative-ion photoelectron imaging spectroscopy. Setting the work that spans several projects in the authors’ laboratory in broader context, three types of measurements are described. First are the ‘static’ (one-photon) photoelectron imaging experiments that aim to characterize the electronic structure and photodetachment dynamics of negative ions, providing ‘signatures’ of the bound electron orbitals. The experimental results are presented alongside a conceptual symmetry-based description of the photodetachment processes, enabling a qualitative interpretation of the photoelectron images. Second, the effects of solvation on the electronic structure and photodetachment dynamics are examined using photoelectron imaging of cluster anions. Third, the time-resolved experiments that target imaging of bond dissociation, as viewed from the electronic perspective along the time-resolved reaction coordinate, are described in the context of dual centre interference in molecular-anion photodetachment.
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1. Introduction

In recent years, photoelectron imaging\(^1\)–\(^3\) has grown into a widely used technique of photoelectron spectroscopy, particularly for negative ions.\(^4\) This has been a truly remarkable development, considering that at the turn of this century very few examples of anion photoelectron imaging experiments had been reported.\(^5,\!^6\) The widespread application of photoelectron imaging\(^5,\!^7\)–\(^15\) was propelled by the development of velocity-mapping.\(^16,\!^17\) This surprisingly simple instrumental approach, which nonetheless revolutionized the imaging technique,\(^18\) offers exceptional energy resolution, alongside the simultaneous measurement of the angular distributions.

Shortly after the advent of velocity-mapping, several groups realized its potential in the challenging field of negative ions.\(^8,\!^10,\!^11,\!^{19–25}\) The initial successes prompted broader applications and (in our admittedly subjective view) photoelectron imaging has overtaken many other approaches to anion photoelectron spectroscopy in its widespread use and impact. This paper offers two investigators’ personal perspective of some of the recent accomplishments in this rapidly growing field. The review is by no means comprehensive, as it is based mainly on the authors’ own results, pulling together work that has spanned several years of experimentation and many regular journal articles. The principal goal of the present article is to provide an overview of this work and set it in broader context.

The high impact of photoelectron imaging is due to its effectiveness in advancing the principal goal of photoelectron spectroscopy: the attainment of an electron-centred view of chemical bonding and reactivity. The bonding is controlled by electrons, and it is their dynamics that determine the potential energy landscapes and ultimately control the molecular structures and reaction outcomes. The experiments described here fall loosely into the following categories:

1. characterization of the electronic structure and photodetachment dynamics of negative ions, using photoelectron images as ‘signatures’ of the bound electron orbitals;
2. studies of intermolecular interactions and their effects on the photodetachment of cluster anions;
3. time-resolved studies of anionic reactivity, focusing on the electronic-structural aspects of bond breaking and the photodetachment dynamics of excited molecular systems in the process of chemical change.
The practical importance and rich fundamental properties of negative ions make them appealing targets for studies of chemical reactivity at the molecular-orbital level. Anions are implicated in many natural and technological chemical processes. As many common and important chemical processes involve ionic reactions, the reactivity of anions and their isolated properties are vital to understanding chemistry of solutions, as well as bio- and environmental chemistry.26,27 The reactivity of anions is affected by strong interactions with the environment. Not only are these interactions stronger than the van der Waals forces between neutrals, but they are particularly relevant in chemistry, as the diffuse nature of anionic orbitals renders the excess electron both an active player in chemical dynamics and a sensitive probe thereof.

The intrinsic behaviour of electrons in negative ions and the photodetachment dynamics also differ significantly from the corresponding phenomena in neutral species.4 For example, whereas the dynamics of a highly excited electron in a neutral atom or molecule are shaped by the strong interactions with the positively charged core, an excited electron in a negative ion interacts rather weakly with the neutral skeleton, which drastically limits the number of bound anionic states. This also makes the photodetachment process, as well as the excited-state dynamics below the detachment threshold, more sensitive to external perturbations, and thus one finds the photodetachment of negative ions to be a sensitive probe of chemistry.

From the experimental perspective, anions allow the preparation and mass-selection of solvated species (clusters) of specific composition and size, as well as often-predictable structure. With regard to studying electron dynamics in diverse environments and interfacing gas- and condensed-phase chemistry, cluster anions are ideal model systems and platforms for the studies of microscopic solvation and elementary chemical processes in condensed environments.27 In addition, negative ions are appealing experimentally because the excess electron can be photodetached in a much gentler way than in the case of photoionization of neutral molecules. The relatively low electron affinities of most neutrals enable electron photodetachment from anions by a single visible or UV photon, simplifying the experiment and its interpretation.

A particularly powerful variant of photoelectron imaging is its implementation in conjunction with ultrafast pump–probe techniques.28–30 Femtosecond time-resolved photoelectron imaging is ideally suited for observing the electronic structure evolution in chemical reactions.31 Chemical reaction can be induced by an abrupt change in the electronic structure (e.g. promotion of an electron from a bonding to an antibonding orbital). As such change sets the nuclei in motion, the electronic wavefunction itself begins to evolve, adapting adiabatically to the changing molecular geometry and responding to possible nonadiabatic couplings between states. Photoelectrons detached at various reaction stages exhibit different energy and angular distributions, resulting in time-dependent photoelectron images. These images, as signatures of the parent orbitals, reflect the evolving electronic structure of the reacting system. Hence, time-resolved photoelectron imaging can be used to sample a wide range of quantum processes, encompassing bond cleavage, nonadiabatic transitions, vibration, rotation, wave packet dynamics, and others.32–56
In the following section, we present a brief conceptual overview of the photoelectron imaging approach to anion photoelectron spectroscopy. In Section 3, the utility of photoelectron imaging in obtaining effective ‘signatures’ of the bound electron orbitals is discussed, alongside a qualitative symmetry-based overview of the image interpretation. Section 4 presents examples of microscopic solvation effects observed in the photoelectron imaging experiments on cluster anions, in which the solvent is bound to the anion core mainly by electrostatic interactions. These anion-neutral interactions are relatively weak compared to the covalent forces discussed elsewhere in this paper, but are nonetheless much stronger than the corresponding van der Waals interactions encountered in neutral clusters. Section 5 is devoted to the multi-centre view of negative-ion photodetachment, introducing a conceptual view of the diatomic and covalent dimer anions as ‘static’ molecular interferometers. This discussion lays the groundwork for the dynamic dual-centre interference effects in time-resolved photoelectron imaging of symmetric diatomic anion dissociation, discussed in Section 6. A portion of the same section is devoted also to the energetic perspective of the bond breaking, as seen in the time-resolved photoelectron imaging experiments.

2. The imaging approach

Photoelectron imaging is a powerful yet straightforward experimental technique for probing the electronic structure and its transformations in various contexts. Relating experimental observables to the underlying electronic structure, as described by the time-independent Schrödinger equation, other spectroscopic techniques have traditionally focused on transition frequencies, i.e. the intervals between the energy eigenvalues. Without sacrificing the energy-domain observables, imaging sheds light on other structural characteristics, the symmetry of electronic wavefunctions being one example.

The imaging technique, as applied to gas-phase reactions, was pioneered by Chandler and Houston in 1987 in the context of photofragment-ion imaging of neutral-molecule dissociation. Many groups have since used imaging to measure scalar and vector correlations and energy partitioning in various contexts, including photodissociation, reactive and inelastic collisions, dissociative photodetachment and photofragment-photoelectron coincidence spectroscopy, and others. With the introduction of velocity mapping in 1997, the popularity of imaging experienced explosive growth, and photoelectron imaging has become a widely used photoelectron spectroscopic technique. The resolution is either comparable to or exceeds that of other, traditional approaches. For example, a truly remarkable resolution of $\Delta E/E = 0.38\%$ was recently demonstrated by Cavanagh et al., enabling a detailed study of fine-structure transitions in atomic-anion photodetachment.

The conceptual approach, as it applies to anion photoelectron imaging, is illustrated in Figure 1 for the example of the photodetachment of $\text{CS}_2^-$ using linearly polarized 800 nm light. A packet of mass-selected anions is illuminated by a laser pulse between the electrodes of an electrostatic velocity-mapping lens. The resulting photoelectron cloud is then projected on a position-sensitive detector using an arrangement of electric fields. Mathematically speaking, the two-dimensional projection (image) contains all essential information about the original three-dimensional photoelectron distribution, provided the cylindrical symmetry axis, defined by the laser polarization direction, lies parallel to the...
detector plane. Hence, we can consider the imaging process as a way of observing the nascent photoelectron cloud as if external fields were absent.

The expanding photoelectron cloud originates from a finite initial volume, determined by the overlap between the laser and ion beams. Hence the original imaging technique, which employed a parallel electric field to project the cloud onto the detector, suffered from a spatial blurring of the images, attributable to the finite initial volume. The velocity-mapping arrangement of Eppink and Parker minimizes this problem, eliminating (in the first order) the spatial smearing by effectively reducing the photoelectron source volume to (essentially) zero.

The number of photoelectrons varies from <0.1 to >100 per experimental cycle, while a quality image might include more than $10^5$ electron impacts. Due to velocity mapping, we can view all these electrons as emitted simultaneously from a point source at $\tilde{r} = 0$. The laboratory-frame velocity vector distribution is determined by the photoelectron wavefunction, defined in terms of the nascent velocity or momentum: $\psi = \psi(\tilde{p})$. In physical space, $\psi$ corresponds to a wave emitted on an initially microscopic, molecular scale (Figure 1(a)). Non-relativistic electron momenta and positions within the unperturbed photoelectron cloud are related by $\tilde{p} = m_e \tilde{r}/t$, where $t$ is time measured from the photodetachment event and $m_e$ is the electron mass. In a few tens of nanoseconds the
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**Figure 1.** Schematic illustration of photoelectron imaging, using the 800 nm CS$_2^-$ data. The laser polarization is assumed vertical in the figure plane. (a) The photodetachment from an individual anion occurs on a sub-nano (Angstrom) scale. (b) Schematic depiction (with a cut-away) of the photoelectron cloud, which has expanded to the macroscopic dimensions. The cloud consists of several concentric spheres, giving rise to rings in the photoelectron image, which in turn correspond to the vibrational progression in the photoelectron spectrum. (c) The raw photoelectron image – a projection of the three-dimensional cylindrically symmetric photoelectron cloud on a two-dimensional position sensitive imaging detector. (d) The Abel inversion reconstructed from the raw image in (c) using the BASEX method. The 'inverted' image represents a central slice through the cylindrically symmetric photoelectron cloud. It is also shown in the cut-away in (b).
cloud typically expands through many orders of magnitude, reaching the macroscopic dimensions that allow it to be imaged Figure 1(b), while retaining the nascent distribution in momentum space. At any time \( t \), the photoelectron distribution can be mapped from the physical \( (\tilde{r}) \) to momentum \( (\tilde{p}) \) space and vice versa, using the above classical relation.

The act of measurement collapses the wavefunctions of individual electrons on eigenfunctions of the measurement operator. Imaging measures particle positions and the corresponding eigenfunctions are delta-functions of the coordinates. That is to say that individual electrons appear on the detector as localized spots, although an image resulting from many impacts represents a projection of the laboratory frame (LF) probability density \( |\psi|^2 \). Due to the cylindrical symmetry imposed by the light polarization, the original three-dimensional \( |\psi|^2 \) distribution can be uniquely reconstructed by an inverse integral transformation, known as Abel inversion. The inversion yields a central slice (Figure 1(d)) through the three-dimensional cylindrically symmetric distribution, which can be viewed, equivalently, either in \( \tilde{p} \) or \( \tilde{r} \) space. The reconstruction procedure is a crucial part of data analysis; without it, photoelectron imaging would not be a quantitative spectroscopic technique. (Some novel experimental techniques, such as slice-imaging, allow one to bypass the reconstruction requirement. However, these techniques are applicable mainly to photofragment-ion imaging; their application to photoelectrons remains challenging due to the much faster time-scales involved.) Although Abel inversion provides a unique solution to the reconstruction problem, it is extremely susceptible to experimental noise. Several approaches have been developed to address this problem mathematically. Among them is the widely used BAsis Set EXpansion (BASEX) method, which involves the expansion of experimental images in the basis set of analytical Abel-transformed functions.

From an Abel-inverted image, the corresponding photoelectron energy spectra and photoelectron angular distribution (PAD) can be determined. In a one-photon process involving linearly polarized light the PAD is generally described by the equation:

\[
I(\theta) = a[1 + \beta P_2(\cos \theta)],
\]

where \( \theta \) is the angle between the photoelectron velocity vector and the light’s electric field vector (i.e. the laser polarization direction), \( I(\theta) \) is the probability of electron emission at a particular angle \( \theta \), \( a \) is a normalization constant proportional to the total photodetachment cross-section, \( P_2(\cos \theta) \) is the second-order Legendre polynomial, and \( \beta \) (ranging from \(-1\) for purely perpendicular transitions to \(+2\) for purely parallel transition) is commonly termed the anisotropy parameter. The \( \beta \) parameter fully characterizes a one-photon PAD and provides the most direct experimental indication of the character of the photodetachment process and the nature of the parent bound orbital, from which the photodetached electrons originate.

In a two-photon (for example, pump–probe) process, the PAD is generally described by the higher-order equation:

\[
I(\theta) = a[1 + \beta_2 P_2(\cos \theta) + \beta_4 P_4(\cos \theta)],
\]

which includes an additional, fourth-order Legendre polynomial and the corresponding expansion coefficient, \( \beta_4 \).
3. Electronic structure of negative ions via photoelectron imaging

The electronic structure of stable molecules and ions is described with reasonable accuracy (in most cases) within the Born–Oppenheimer approximation and the molecular orbital (MO) theory. The use of photoelectron imaging for obtaining ‘signatures’ of the bound electron orbitals is fundamental to many applications of the technique. In recent years, many groups have used photoelectron imaging to characterize the electronic structure of molecular anions, with some examples found in Refs. 11, 19–24

As a specific illustration, Figure 2 displays the results of a photoelectron imaging study of CS$_2^-$ photodetachment. 9 The photoelectron projection in Figure 2(a) was recorded with 267 nm light polarized vertically in the image plane. The Abel inversion obtained using the BASEX algorithm78 is shown on a colour scale (for extra clarity) in Figure 2(b). The perceptible vertical line through the centre on the reconstructed image is caused by experimental noise, amplified by the inversion procedure, and marks the cylindrical symmetry axis of the 3-D distribution. The experiment reveals distinct photoelectron bands, seen as three concentric rings, which are particularly clear in the reconstructed version of the image in Figure 2(b). The photoelectron spectrum presented in Figure 2(c) contains four identifiable transitions, marked in accordance with the assignment of the corresponding neutral electronic states. (The four spectral peaks arise from only three perceptible rings in the image, because the $A^1A_2$ band appears as an inner shadow of the intense $b^3A_2$ ring.)

Figure 2. Photodetachment imaging of CS$_2^-$. (a) The raw photoelectron image as it was obtained in the experiment with linearly polarized 267 nm laser radiation integrating over 30,000 laser pulses. (b) The Abel-inverted (reconstructed) image obtained from the raw image in (a), presented here using a colour intensity scale for clarity. (c) The corresponding photoelectron spectrum, showing transitions to several electronic states on the neutral molecule. Symbols in parentheses indicate the anion orbitals from which the electrons are ejected under the single-electron approximation. (d) The molecular orbitals involved in the photodetachment. The corresponding bands in the photoelectron image (i.e. the orbital ‘signatures’) are indicated by arrows in (b).
Within the one-electron, molecular-orbital description of the photodetachment process, these spectral bands image rings correspond to electron detachment from three different molecular orbitals of CS$_2$: the singly-populated $a_1$ HOMO, and the doubly-occupied $b_2$ (HOMO-1) and $a_2$ (HOMO-2) orbitals. Isosurface sketches of these orbitals are shown in Figure 2(d), while the rings in the Abel-inverted image in Figure 2(b) are labeled in accordance with the orbitals they represent. As mentioned above, the $a_2^1$ band consists of two spin-components, corresponding to the $b^3A_2 \leftrightarrow X^2A_1$ and $A^1A_2 \leftrightarrow X^2A_1$ transitions, which involve the removal of the ↓ and ↑ electrons from the $a_2$ orbital, respectively. In principle, $b_2^{-1}$ photodetachment can also yield both the $3B_2$ and $1B_2$ neutral states; however, the singlet is not accessible at the 267 nm photon energy.\(^8\)

The $a_1$, $b_2$, and $a_2$ rings in the photoelectron image display markedly different angular distributions with respect to the laser polarization axis (see Ref.\(^9\) for quantitative analysis), reflecting the differing symmetry properties of the corresponding bound orbitals. For example, the PAD of the $X^1A_1 \leftrightarrow X^2A_1$ transition, peaking in the laser polarization direction, is characteristic of detachment from a totally symmetric orbital, which results in a parallel photodetachment transition with $\beta > 0$.\(^8,9\) The quantitative modeling of angular distributions requires accounting for interference between multiple detachment channels and complex phase interactions,\(^82,84–91\) which can be particularly unintuitive in a molecular-anion case. However, physical insights can be gained from much simpler qualitative models. One such symmetry-based approach, dubbed the s&p model, has been illustrated for several molecular anions, including CS$_2$.\(^8,9\) It establishes a qualitative relationship between the photoelectron angular distributions and the symmetry properties of the corresponding parent orbital.

The wavefunction of a free (photodetached) electron can be expanded in terms of partial waves with definite values of orbital angular momentum. For example, an electron detached from an atomic $p$ orbital produces $s$ and $d$ waves, in accordance with the selection rule $\Delta \ell = \pm 1$. Molecular orbitals, in general, cannot be assigned single $\ell$ values. However, one can apply group theory and dipole selection rules to determine the symmetry of the free electron wavefunction ($\psi_f$) and then have it expanded in the symmetry-adapted basis of partial waves with definite $\ell$ values.\(^92\) An additional complication arising in the molecular-anion case is the need to consider all possible orientations of the parent anions in the LF.

The s&p model, applied to molecular anions, first considers the detachment in the molecular frame (MF), requiring that the direct product of the irreducible representations of $\psi_f$, the dipole operator ($\mu$), and the initial bound orbital ($\psi_{MO}$) is invariant under the symmetry operations of the molecular point group. After determining the allowed symmetries of the free-electron waves, $\psi_f$ can be expanded in a basis of partial waves with defined $\ell$ values, emitted from a single centre. The model then makes a further approximation, limiting the consideration only to the partial waves with $\ell \leq 1$. This approximation relies on the effective centrifugal suppression of the higher-order free-electron waves in negative-ion photodetachment – the same effect that gives rise to the Wigner threshold law.\(^93\) However, while the Wigner law holds strictly only in the immediate proximity of the photodetachment threshold,\(^94\) the effective suppression of the higher-$\ell$ waves relative to the smaller-$\ell$ waves is felt over a broader energy range. Therefore, although the above $\ell \leq 1$ approximation is best justified for slow electrons, we see it as a reasonable qualitative assumption for eKEs of up to (typically) a few electron-volts.
Next, the emitted $s$ and $p$ waves considered by the model must be referenced from the MF to the LF axes. In general, the LF PAD is determined by integrating over all molecular orientations, accounting for the proportionality of transition amplitudes to the cosine of the angle between the transition dipole (defined in the MF) and the LF-based laser polarization axis. In the $s$&$p$ approach, the PAD’s qualitative nature is determined by considering only few ‘principal’ orientations of the anion. This substitute for orientation averaging is, of course, another coarse approximation, designed to give a conceptual picture of the detachment process without embarking on complete quantum calculations.

We will now outline the application of the $s$&$p$ model to the benchmark case of CS$_2^-$ photodetachment. First column: principal anion orientations, with the solid line representing the bent frame of CS$_2^-$. Second column: symmetries of the transition-dipole components driven by the laser radiation polarized along the LF $z$-axis, corresponding to the principal orientations. The shaded area in the table indicates the symmetries and $s$ and $p$ components (shown as dash contours) of $\psi_j$ corresponding to the respective transitions and principal orientations. See the text for details.

![Free-electron $s$ and $p$ partial waves for different anion orientations (CS$_2^-$ example)](image)

**Figure 3.** The $s$&$p$ model treatment of CS$_2^-$ photodetachment. First column: principal anion orientations, with the solid line representing the bent frame of CS$_2^-$. Second column: symmetries of the transition-dipole components driven by the laser radiation polarized along the LF $z$-axis, corresponding to the principal orientations. The shaded area in the table indicates the symmetries and $s$ and $p$ components (shown as dash contours) of $\psi_j$ corresponding to the respective transitions and principal orientations. See the text for details.
MF by requiring $\langle \psi_f | \hat{\mu} | \psi_{\text{MO}} \rangle \neq 0$ for the indicated photodetachment transitions. For example, for $b_2^{-1}$ the free electrons emitted from the anion orientations corresponding to the $a_1$, $b_1$, and $b_2$ active dipole components are of $b_2$, $a_2$, and $a_1$ symmetries, respectively. Invoking the s&p model, $\psi_f$ is expanded in a single-centre basis of partial waves with definite $\ell$ values, limiting the consideration to $s$ and $p$ partial waves only. An $s$ wave always corresponds to the totally symmetric representation ($a_1$ in the $C_{2v}$ point group case), but $p$ waves can transform as $a_1$, $b_1$, or $b_2$ $C_{2v}$ symmetry species, depending on their polarization in the MF. The dashed contours in Figure 3 show schematically the allowed $s$ and $p$ components of $\psi_f$ under the symmetry constraints determined above. For free-electron waves transforming as $a_1$ (e.g. $a_1^{-1}$ detachment from the first principal orientation in Figure 3 and $b_2^{-1}$ detachment from the third orientation), both $s$ and $p$ components are allowed. While the $s$ waves are isotropic, the LF polarization of the $p$ waves is determined by their MF symmetry and the corresponding anion orientation. For $b_1$ and $b_2$ waves, only $p$ components are allowed in the s&p model. For $a_2$ waves, the smallest-$\ell$ components correspond to $d$ partial waves; therefore, $a_2$ waves are neglected completely under the $\ell \leq 1$ approximation.

Considering the wave sketches in the shaded area of Figure 3, the qualitative nature of the expected PADs becomes clear. For the $a_1^{-1}$ ($X^1A_1 \leftarrow X^2A_1$) transition, the free-electron wavefunction is characterized by interference of isotropic $s$ waves (‘0’ anisotropy character) and $p$ waves polarized along $z_{\text{LF}}$ (‘||’ character). Thus, a PAD with positive $\beta$ is expected, in agreement with the experimental results in Figure 2. The s&p model prediction of the nature of $a_1^{-1}$ PAD holds at other detachment wavelengths. For example, the 800 nm PAD for the $X^1A_1 \leftarrow X^2A_1$ transition integrated over all eKEs is characterized by $\beta = 0.68$ (see Figure 1) and similar values were also obtained at 530 and 400 nm. \cite{62} For the $b_2^{-1}$ ($a^3B_2 \leftarrow X^2A_1$) transition, the model predicts two principal $p$ waves with amplitudes peaking perpendicular to the laser polarization (‘⊥’ character), as well as an isotropic (‘0’ character) $s$ wave. Thus, $\beta < 0$ is expected, as is indeed observed in the experiment (see Figure 2). For the $a_2^{-1}$ ($b^3A_2, A^1A_2 \leftarrow X^2A_1$) transition, $\ell = 0$ components of $\psi_f$ are forbidden under the electric-dipole approximation and only horizontally polarized (‘⊥’ character) $p$ waves are produced in the detachment under the s&p model approximations. A substantially negative value of $\beta$ is therefore predicted for $b_2^{-1}$ photodetachment.

For the $b_2^{-1}$ and $a_2^{-1}$ transitions above, negative values of the anisotropy parameter are predicted by the model. However, in the latter case, only $p$ waves polarized perpendicular to $z_{\text{LF}}$ are predicted for the principal orientations within the approximations of the model, while for the $b_2^{-1}$ transition similar $p$ waves are predicted to compete with an $s$ component (which can be particularly intense for slow electrons). Another qualitative prediction can be drawn from these arguments: the perpendicular nature of the anisotropy is expected to be more pronounced in the pure $p$ case ($a_2^{-1}$ transition) than in the mixed $s$ and $p$ case ($b_2^{-1}$). That this prediction is also confirmed by the experiment is easily seen in the photoelectron image and its Abel transform in Figures 2(a) and (b): the $a_2^{-1}$ transition does indeed exhibit a more negative anisotropy ($\beta = -0.44$ and $-0.42$ for $b^3A_2$ and $A^1A_2$, respectively) than the $b_2^{-1}$ transition ($\beta = -0.24$ for $a^3B_2$).

The above application of the s&p model to Cs$^-$ photodetachment makes use of the specific properties of the $C_{2v}$ point group. The same general approach has been applied to
other molecular anions, such as, for example, $\text{O}_2^-$, $\text{S}_2^-$, $\text{NO}^-$, and others. In the particular cases of homonuclear diatomics, the model has been compared to the Cooper–Zare method adapted to molecular anions. To this end, we note that the $s$&$p$ model offers a pedagogical advantage of the ease of visualization, as long as the photodetachment is considered in a qualitative manner only.

4. Solvation interactions via photoelectron imaging

The excess electron orbitals in negative ions tend to be diffuse, making them particularly sensitive to external perturbations and intermolecular interactions. As photoelectron imaging is sensitive to the structure of bound electron wavefunctions, it presents a valuable tool for studying electrostatic and covalent interactions in the gas-phase cluster-anion context.

The solvation effects on the anion electronic structure and photodetachment dynamics are illustrated here on the example of solvated iodide cluster anions. The photoelectron images and corresponding spectra shown in Figure 4 represent a study of the $\text{I}^-$-$\text{Ar}$, $\text{I}^-$-$\text{H}_2\text{O}$, and $\text{I}^-$-$\text{CH}_3\text{I}$ cluster anions in comparison with bare $\text{I}^-$. Although in all these cases the excess electron is localized predominantly on the $\text{I}^-$ cluster core, even casual visual inspection of the images reveals differences between them. These differences can only be explained by the presence of respective solvent species and are, therefore,
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Figure 4. Solvation effects in photoelectron imaging. Shown are the photoelectron images and corresponding spectra obtained in 267 nm detachment of (a) $\text{I}^-$, (b) $\text{I}^-$-$\text{Ar}$, (c) $\text{I}^-$-$\text{H}_2\text{O}$ and (d) $\text{I}^-$-$\text{CH}_3\text{I}$. The detachment laser is polarized vertically in the image plane, as indicated by the white double-arrow.
attributed to solvation interactions. For example, the photoelectron images observed for I− solvated by H2O or CH3I, seen in Figures 4(c) and (d), respectively, are qualitatively different from the bare I− image in Figure 4(a). At the same time, the I− and I−·Ar images in Figures 4(a) and (b), respectively, are quite similar, signaling a weak interaction of the inert Ar atom with I−.

In all four images/spectra presented in Figure 4, features are observed correlating to two photodetachment channels, which yield neutral iodine atoms in the ground 2P3/2 and excited 2P1/2 spin–orbit states, respectively. In the photodetachment of I− and I−·Ar, the branching ratio of the 2P1/2 and 2P3/2 channels is approximately 0.4, falling short of the statistical ratio of 0.5. This non-statistical behaviour is explained by the relative suppression of the lower-eKE 2P1/2 channel due to the Wigner-type effect of the centrifugal barrier in anion photodetachment. In contrast, for both I−·H2O and I−·CH3I the 2P1/2 to 2P3/2 channel branching ratio increases by a factor of 1.6 compared to the bare iodide case, with the relative yield of the excited spin–orbit channel now exceeding the statistical expectation. The enhancement of the 2P1/2 channel in the presence of polar solvent molecules was attributed to dipolar effects increasing the amplitude of the final-state continuum wavefunction in the vicinity of the neutral core, thus improving its overlap with the initial bound anion state.

The angular distributions in the photodetachment of I−, I−·Ar and I−·H2O are understood within the framework of direct photodetachment from a 5p atomic orbital of the I− core. The PADs are described well by the Cooper–Zare central-potential model whereas the solvation in the cluster systems affects mainly the eKE used to calculate the anisotropy values. In contrast, the nearly isotropic angular distributions in both I−·CH3I photodetachment channels deviate sharply from the Cooper–Zare model predictions. This behaviour invokes alternative mechanisms, ascribing the solvent an active role in the electron emission process. The possible mechanisms include: photoelectron-solvent scattering; photoinduced electron transfer to the solvent followed by rapid autodetachment; CH3I photodissociation followed by a bimolecular reaction of CH3 and I− yielding an autodetaching CH3I− product. In view of the latest electron-solvent scattering results for other cluster-anion systems, the scattering mechanism, involving short-lived solvent anionic resonances, appears to be the most plausible explanation of the above behaviour in I−·CH3I.

In addition to the simultaneous measurement of photoelectron spectra and angular distributions, photoelectron imaging affords another important experimental advantage, particularly valuable in cluster studies: the uniform sensitivity to both fast and slow photoelectrons, all the way to eKE = 0. In experiments by several research groups, this feature of imaging revealed the prevalence of indirect detachment processes in cluster anions, which result in relatively slow (often described as thermal) and isotropic photoelectron distributions. Underscoring the importance of indirect pathways, the predominance of autodetachment over direct photodetachment was revealed in several cluster types, such as for example CO2− (H2O)n, n ≥ 4 at 400 nm. The observation of laser-induced autodetachment highlights the presence of low-lying excited electronic states of the cluster anions studied. These states are crucial for understanding cluster reactivity – particularly so, if they arise from covalent interactions between monomer constituents. This proved to be the case, for example, for the dimer-anion-based (OCS)2− clusters. Unfortunately, apart from their existence,
‘static’ (one-photon) photoelectron imaging alone reveals little about the nature of the autodetaching excited states, often due to the ‘thermal’ (featureless) and isotropic nature of the resulting photoelectron distributions. However, recent work has shown that a combination of photoelectron imaging with photofragment spectroscopy, targeting both the electron-emission and nuclear-rearrangement pathways involved in the excited-state decay, provides an effective tool for deciphering these aspects of cluster-anion dynamics and reactivity. Yet even more detailed insights into the excited-state relaxation processes are provided by time-resolved photoelectron imaging, pioneered (in the negative-ion context) by the Neumark group.

5. A multi-centre view of photodetachment: Diatomic and dimer anions as ‘static’ molecular interferometers

In Section 3 we described a symmetry-based approach to understanding photoelectron angular distributions, which relies, essentially, on the character tables of relevant point groups. In the following we consider the effects of a different type of symmetry encountered in systems consisting of two (or, in principle, more) equivalent atoms or moieties. Such equivalency usually implies a high level of molecular symmetry, but there is a significant degree of flexibility with regard to the specific symmetry operations and symmetry point groups involved. In the examples reviewed in this paper, we will encounter homonuclear diatomics (D_{1h} point group) and polyatomic anions belonging to the C_{2v}, D_{2d} and possibly D_{2h} point groups. The specific representations are less important than the fact that the detachment of an excess electron, initially shared (equally) between two identical atoms or moieties, can be viewed as superposition of two equivalent and indistinguishable emission centres. Such effects are relevant to the photodetachment of homonuclear diatomics and dimer anions with delocalized charge distributions. Similar considerations apply to the photoionization of neural diatomics and dimer molecules.

The phenomenon of dual- (or multi-) centre interference in photodetachment is intimately related to other well-known quantum effects, such as, for example, the classic double-slit experiment and the interference between reaction channels giving rise to spectral Fano profiles. Most relevant to the context of the present article, Cohen and Fano considered the ionization of electrons within a multi-centre molecular field by regarding the two atoms of a homonuclear diatomic as independent sources of photoelectrons. Photoelectron imaging provides new demonstrations of the resulting interference phenomena, shedding light not only on the quantum properties of the electrons, but also the underlying electronic structure of static and dynamic anionic systems.

5.1. The homonuclear diatomic anion

A straightforward example of dual-centre interference is seen in the photodetachment of O_2^-, where the excess electron occupies a 2p\pi^* orbital shared between the two oxygen atoms. While the photodetachment of superoxide has been the subject of numerous experimental and theoretical studies, Figure 5(a) shows a 780 nm photoelectron image by Akin et al. Only one half of the raw image is shown (in grey scale on the left), next to the matching half of the Abel inversion (in false colour on the right). The rings in the image
correspond the $v'=0-5 \leftarrow v''=0$ vibrational progression of the O$_2$(X$^3\Sigma_g^-$) $\leftarrow$ O$_2^-$ (X$^2\Pi_g$) photodetachment transition. The quantitative details of the image and spectral analysis are found elsewhere.\cite{95} Here we focus exclusively on the qualitative aspects of photoelectron anisotropy, namely, its overall perpendicular (i.e. $\beta < 0$) character, which can be understood in several conceptual ways.

First, the PAD peaking in the equatorial direction perpendicular to the laser polarization is consistent with the $d$-like character\cite{92} of the 2$p\pi_g^*$ O$_2^-$ HOMO, pictured schematically in Figure 5(b). As shown elsewhere,\cite{95} the anisotropy parameter ($\beta$) values for different vibrational rings in Figure 5(a) are indeed described very well by the

---

Figure 5. Photoelectron imaging of the superoxide anion. (a) and (b) are the raw and Abel-inverted images of O$_2^-$ obtained at 780 nm. The detachment laser is polarized vertically in the image plane, as indicated by the double-arrow. (c) A schematic depiction of the O$_2^-$ HOMO. (d) Opposite-phase $s$ partial waves emitted from the two equivalent centres in O$_2^-$ photodetachment.
Cooper–Zare central potential model, assuming $\ell = 2$ for effective orbital angular momentum of the initial orbital.

Second, it is possible to apply a symmetry-based $s$&$p$ model approach to $\text{O}_2^-$ photodetachment, similar to the formalism described in Section 3 on the example of $\text{CS}_2^-$. The detailed application of this approach to the case of $\pi_g^{-1}$ photodetachment is described in Ref.9 on the example of $\text{S}_2^-$. In short, under the $s$&$p$ model approximations, only $p$ partial waves polarized perpendicular to the laser polarization direction are emitted from any principal orientation in photodetachment from the $2p\pi_g^*$ HOMO of $\text{O}_2^-$. These waves result in a negative ($\beta < 0$) character of photoelectron anisotropy, consistent with the experimental observations in Figure 5 and the Cooper–Zare model.

The third, equivalent approach treats $\text{O}_2^-$ as a two-centre interferometer. As seen in Figure 5(b), LCAO-MO theory describes the parent $2p\pi_g^*$ orbital as a superposition of $2p$ orbitals belonging to the two oxygen atoms, A and B: $\pi_g^* = c(p_A - p_B)$. The negative sign accounts for the antibonding, gerade character of the MO, while $c$ is a normalization constant. As the initial state is a sum of two separated atomic states, the photoelectron can also be treated as a superposition of waves emitted from centres A and B, separated by the length of the $\text{O}_2^-$ bond, i.e. $R \approx 1.2\, \text{Å}$. According to the electric-dipole selection rule, each centre (i.e. the $p_A$ and $p_B$ atomic orbitals) emits $s$ and $d$ partial waves. In keeping with the assumptions of the $s$&$p$ model (for simplicity and with the Wigner law in mind), we will disregard the $d$ waves. The photodetachment process is thus approximated by a superposition of isotropic waves $s_A$ and $s_B$, illustrated in Figure 5(c). These waves are emitted with equal amplitudes and opposite phases, accounting for the negative sign in the LCAO-MO expansion of the parent MO. Since de Broglie wavelength of the emitted electrons ($\lambda_e \sim 10\, \text{Å}$) is significantly longer than $R$, $s_A$ and $s_B$ wave interference results in an effective $p$-like wave polarized along the $\text{O}_2^-$ internuclear axis. This free-electron wave has a node in the mirror symmetry plane perpendicular to the molecular bond, where the opposite-phase contributions of $s_A$ and $s_B$ cancel each other out exactly. It remains to note that the individual $p_A \rightarrow s_A$ and $p_B \rightarrow s_B$ transition are maximized when the $p_A$ and $p_B$ axes are parallel to the laser polarization direction, which happens for the $\text{O}_2^-$ ions aligned perpendicular to the laser polarization axis. Hence the most intense free $p$-like electron waves are emitted in the direction perpendicular to the laser polarization, giving rise to the negative anisotropy character observed in the photoelectron image in Figure 5.

The above three conceptual descriptions of photodetachment are consistent with each other and yet one may justifiably argue that the qualitative $s$&$p$ and two-centre interferometer approaches do not provide extra physical insight that cannot be gained from the quantitative Cooper–Zare central-potential model. This may indeed be the case for the rather straightforward case of $\text{O}_2^-$. It is argued, however, that the predictive power of both the $s$&$p$ and the dual-centre descriptions becomes invaluable in more complex molecular and cluster systems, to which the central-potential model is not even approximately appropriate.

### 5.2. Covalent dimer anions

The interferometer approach, in particular, simplifies the description of molecular structures with delocalized electron orbitals, such as covalently bound dimer anions. In several important and well-known cases, such as the $\text{(CO}_2)_2^-$, $\text{(OCS}_2)_2^-$, and $\text{(CS}_2)_2^-$
dimer-anion family, the dimer HOMO can be conveniently thought of as a superposition of two monomeric orbitals. The detachment from the dimer anion can then be described in terms of the interference of electron waves originating from the two monomeric moieties. Note that inversion symmetry (present in the O\textsubscript{2} case) is not required. The only necessary symmetry is the existence of two equivalent monomeric moieties, such as, for example, in the covalent (OCS)\textsubscript{2} dimer anion, which has a C\textsubscript{2v} symmetry equilibrium structure.\textsuperscript{116,124}

Covalent dimer anions, in general, and the competition/coexistence of different electronic and structural cluster-anion isomers, in particular, have attracted considerable attention. One extensively studied effect of competition between the covalent and solvation interactions in anionic cluster environments is core switching in the (CO\textsubscript{2})\textsubscript{n} cluster anions. Specifically, the clusters with 2 \leq n \leq 6 and n \geq 14 contain the covalently bound (CO\textsubscript{2})\textsubscript{2} (i.e. C\textsubscript{2}O\textsubscript{3}) cluster cores, while in the intermediate size range (6 < n < 14), the CO\textsubscript{2} based clusters are present.\textsuperscript{125–127} Since the covalent (CO\textsubscript{2})\textsubscript{2} dimer-anion and the monomer CO\textsubscript{2} anion are different chemical species,\textsuperscript{114} a priori it would be only natural to expect that photoelectron imaging experiments on (CO\textsubscript{2})\textsubscript{n} should yield easily distinguishable signatures of the CO\textsubscript{2} (CO\textsubscript{2})\textsubscript{n–1} and (CO\textsubscript{2})\textsubscript{2} (CO\textsubscript{2})\textsubscript{n–2} clusters, particularly in the form of the angular distributions, which are claimed to reflect the parent orbital structure.

Yet the experiment yielded intriguing similarity of the PADs obtained from the monomer and covalent-dimer based (CO\textsubscript{2})\textsubscript{n} clusters.\textsuperscript{106,107,109} For example, Figure 6 displays the values of the anisotropy parameter determined for representative monomer and dimer based (CO\textsubscript{2})\textsubscript{n} cluster anions studied at 400 nm, plotted for consistency as functions of eKE.\textsuperscript{106} Details of the analysis are found in an earlier publication;\textsuperscript{106} here we merely note that there is no significant quantitative difference between the PADs originating from the monomer and dimer-anion cores of the (CO\textsubscript{2})\textsubscript{n} clusters.

The dual-centre interference approach helps understand these results. Using the Linear Combination of Molecular Orbitals (LCMO) approximation,\textsuperscript{128} the HOMO of the covalent dimer-anion (CO\textsubscript{2})\textsubscript{2} is thought of as a superposition of two monomeric orbitals: \( \psi_{\text{dimer}} \approx c(\psi_A + \psi_B) \), as illustrated schematically in the inset in Figure 6. Here,
\(\psi_A\) and \(\psi_B\) are each the LUMOs of the corresponding neutral \(\text{CO}_2\) moieties (bent out of their linear equilibrium geometries to accommodate the charge). Equivalently, \(\psi_A\) and \(\psi_B\) can be viewed as HOMOs of the \(\text{CO}_2^-\) monomer anions, although in the superposition state these monomeric orbitals are each populated effectively with 1/2 electron only, corresponding to a \((-^{1/2}(\text{O}_2\text{C})-(\text{CO}_2)^{-1/2})\) dimer-anion structure\(^{114}\). The detachment from \(\psi_{\text{dimer}}\) is then a sum of waves originating from the two \(\text{CO}_2\) moieties. This correlation enables a direct comparison of the \((\text{CO}_2)^{-}\) and \(\text{CO}_2^-\) PADs. Since the distance between the two moieties \((R \approx 2 \text{ Å})\) is significantly shorter than the de Broglie wavelength of the photoelectrons \((\lambda_e \approx 15 \text{ Å},\) corresponding to \(\text{eKE} = 0.7 \text{ eV})\), the two wave sources appear almost overlapped. Assuming zero initial phase-shift, the overall wave from the dimer anion will then appear similar to that from just one source (a monomer), yielding a similar PAD.

An even more interesting perspective is derived from comparison of the \((\text{CO}_2)^{-}\) results to those for \((\text{CS}_2)^{-}\). The \(\text{CS}_2^- (\text{CS}_2)^{n-1}\) and \((\text{CS}_2)^{2^-} (\text{CS}_2)^{n-2}\) clusters do indeed yield qualitatively different PADs depending on their core structures.\(^{104,106,129}\) These observations are reconciled with the LCMO and dual-centre interference picture by considering the qualitatively different electronic structures of the covalent dimer anions of \(\text{CS}_2\) and \(\text{CO}_2\). Although the structure of \((\text{CS}_2)^{2^-}\) is not yet fully understood,\(^{83,106,115,129,130}\) it is clear that unlike \((\text{CO}_2)^{-}\), its HOMO is not a superposition of the \(a_1\) HOMOs of two \(\text{CS}_2\) monomers. Instead, it is formed by overlap of lower-lying monomeric orbitals and therefore different PADs are expected in the detachment from the \(\text{CS}_2^-\) and \((\text{CS}_2)^{2^-}\) HOMOs.\(^{106}\)

6. Time-resolved photoelectron imaging of bond dissociation

Photoelectron imaging in combination with femtosecond pump–probe techniques,\(^{131,132}\) allows observation of chemical reactions on the natural time-scale of atomic rearrangements,\(^{133}\) while emphasizing the electronic-structure perspective. In recent years, time-resolved photoelectron imaging studies have been employed to examine the electron transfer and relaxation dynamics in molecular cluster anions,\(^{12,14,99,100,113}\) to observe the electronic-structure evolution from activated reactants to final products in molecular-anion dissociation,\(^{10,134–136}\) to test theoretically calculated anionic potentials,\(^{135,137}\) and to characterize coherence and symmetry-related interference effects in electron emission from electronically excited molecular systems.\(^{10,15,136}\) In this Section, we focus on the characterization of excited-state potentials and manifestations of dynamic dual-centre interference in time-resolved photoelectron imaging experiments.

6.1. Imaging of the reaction coordinate

The \(\text{I}_2^-\) anion has been a benchmark system in the development of time-resolved photoelectron spectroscopy of negative ions, beginning with the pioneering work of Neumark and coworkers.\(^{10,29,131}\) The evolution of time-resolved photoelectron spectra in the experiments by both the Neumark\(^{10,131,137}\) and Sanov\(^{135,136}\) groups indicated that the dissociation on the excited \(A'^{2}\Pi_{g,1/2}\) state of \(\text{I}_2^-\) induced with 780–800 nm femtosecond laser pulses is complete in \(<1 \text{ ps}\). Figure 7(a, left) shows the relevant potential energy
curves of $I_2^-$, with the vertical arrow indicating a 780 nm pump launching the dissociation on the $A'$ excited state. The time–energy plot on the right displays the evolution of the photoelectron spectrum throughout the dissociation process, as probed via photoelectron imaging with 390 nm probe laser pulses. These results by Mabbs et al.\textsuperscript{135} are in agreement with the earlier findings by Neumark and coworkers.\textsuperscript{131,137}

The time–energy plot in Figure 7(a, right) displays a single photoelectron band, which asymptotically (at long delays) corresponds to the $I(2P_{3/2}) \leftarrow I^-$ photodetachment (probe) transition. At short pump–probe delays, the band’s maximum gradually shifts towards smaller eKE with increasing pump–probe delay, while its width narrows. The initial narrowing of the band reflects the transition from the molecular to atomic character of the initial bound orbital, from which the photoelectrons are emitted. Similar narrowing trends were also seen in other systems, for example, in the $I^-/C_0$ channel of $I_2Br^-/C_0$ photodissociation at 388 nm studied by time-resolved photoelectron imaging with the same-colour probe.\textsuperscript{134}

The decrease in peak eKE at short delays in Figure 7(a, right) is followed by a slight reverse shift to larger eKE, and by about 800 fs all perceptible spectral variations cease. The contour plot in Figure 7(a, right) reflects the approximate shape of the $A'$ potential,
since pump–probe delay $t$ can be converted (semi-classically) to internuclear distance $R$ via the dissociation trajectory $R(t)$. In particular, the transient eKE dip, circled with a dashed white line in Figure 7(a, right), corresponds to a barely perceptible well on the $A'$ potential, also indicated with a circle on the potential energy diagram in Figure 7(a, left). The well arises from a long-range polarization-induced attraction between the I($^2P_{3/2}$) + I$^-$ fragments, giving rise to a shallow (0.017±0.010 eV) potential minimum at $R\approx6.2\text{ Å}$, as characterized by Zanni et al.

The sensitivity of time-resolved photoelectron imaging to excited-state potential details is illustrated further by comparison of the benchmark I$^-$ results to new findings from a photoelectron imaging experiment on IBr$^-$, displayed in Figure 7(b). The time-resolved photoelectron spectrum on the right represents the first such measurement on this anion and its results have been used for testing the recently calculated IBr$^-$ potential energy curves. As seen by comparing the potential energy curves in Figures 7(a) and (b), the $A'\ 2\Pi_{1/2}$ state of IBr$^-$ is also predicted to have a well, but compared to I$^-$ the $A'$ well in IBr$^-$ is deeper ($\sim0.06\text{ eV}$) and located at a shorter internuclear distance. These differences stand out clearly in the comparison of the experimental time-energy plots for I$^-\Pi_2$ and IBr$^-$ in Figures 7(a) and (b), respectively. Indeed, the transient eKE dip in the IBr$^-$ experiment, circled in Figures 7(b, right), measures $\approx50\text{ meV}$, which is a visibly greater shift than in I$^-\Pi_2$. It also occurs at shorter delays, than the I$^-\Pi_2$ dip. Based on the classical trajectories, modeling the IBr$^-$ and I$^-\Pi_2$ dissociation, these shorter delays correspond to smaller I–Br internuclear distance, compared to $R$ at which the I$^-\Pi_2$ well is found.

Further (quantitative) analysis is found elsewhere. It includes the classical trajectory simulations of the expected temporal trends in the photoelectron spectra, eKE($t$), and the transformation of the time–energy plot $I(\text{eKE}, \ t)$ in Figure 7(b) into an ‘image’ of the $A'\ 2\Pi_{1/2}$ IBr$^-$ potential, $E(R)$. Here, we shift focus to the time dependent changes in the PAD and the dual-centre dynamic interference description of homonuclear-diatomic dissociation.

### 6.2. Dynamic molecular interferometer

Cohen and Fano commented in 1966 that electrons ionized from homonuclear diatomic molecules, such as N$_2$ or O$_2$, should produce ‘an interference pattern whose properties depend periodically on the ratio of the internuclear distance to the photoelectron wavelength’. This critical ratio can be varied experimentally in several ways. Cohen and Fano were concerned predominantly with the variations in $R/\lambda_e$ due to the change in electron wavelength, and the corresponding effects in photoelectron spectroscopic measurements. They concluded that ‘this interference may modulate the cross section for photoabsorption by the whole molecule in accordance with (the above) periodicity’.

More recently, Becker and coworkers considered the ionization of diatomic molecules in the context of a molecular ‘double-slit’ experiment and discussed the oscillations observed in channel-resolved cross-sections attributed to intra-molecular scattering of the emitted electrons. In this case once again the variation of $R/\lambda_e$ tracks the changes in the photoelectron wavelength or momentum, while the internuclear distance parameter, $R$, remains constant.

The time-resolved photoelectron imaging experiments sampling the photodissociation of homonuclear diatomic anions, such as I$^-$, present a different, dynamic perspective of a similar ‘double-slit’ electron emission process. The fundamental distinction with the
energy (or momentum) domain work by others is that in this case it is the photoelectron wavelength, $\lambda_{ve}$, that remains essentially unchanged during the dissociation (at least at relatively long delays), but the internuclear separation $R$, defining the effective ‘arm length’ of the interferometer, increases with the experimental delay. Adapting Cohen and Fano’s perspective to the present case, the experimental observables are still expected to reflect a periodic dependence on the $R/\lambda_{ve}$ parameter, but the variation in this ratio is now due primarily to the time-dependent changes in $R$, not $\lambda_{ve}$.

As discussed in Section 6.1, several energy-domain measurements, including the results shown in Figure 7(a), suggested that the dissociation of $I_2^-$ following its 780 nm excitation to the $A' ^2 \Pi_{v=1/2}$ state occurs on a sub-picosecond time-scale. As an estimate, after 1 ps $R$ reaches $\sim$15 Å; at this distance, all inter-fragment forces are expected to be negligible. It therefore came as a surprise, at first, when the variations in photoelectron anisotropy were found to persist significantly longer, to at least $t = 2.5$ ps (i.e. long after the energy domain dynamics had already ceased).

Shown in Figure 8(a) are the representative 780 nm pump – 390 nm probe photoelectron images of $I_2^-$ obtained at the pump–probe delays indicated. The grey-scale contour plot shown in Figure 8(b) is the time-resolved photoelectron spectrum, $I(e\kappa E, t)$, obtained from the photoelectron images at numerous delays, not just the four shown in Figure 8(a). The plot represents the same dataset as that used in Figure 7(a), but covers a broader delay range. As noted previously, the evolution of the photoelectron spectrum effectively stops after 700–800 fs. At longer delays, the peak intensity levels off at $e\kappa E = 0.12$ eV, which corresponds to the difference between the probe photon energy, 3.18 eV, and the electron affinity of atomic iodine, 3.06 eV. Therefore, the photoelectron band seen at long delays reflects the asymptotic $I(\tilde{2}P_{3/2}) \leftarrow I^-$ nature of the probe transition. The asymptotic width of the band (full width at half-maximum of 0.05 eV), reflects the probe laser bandwidth convoluted with other broadening factors.

Although it may appear from the energy-domain data that the electronic identity of the $I^-$ fragment in $I_2^- \rightarrow I^- + I(\tilde{2}P_{3/2})$ photodissociation is established early in the dissociation process, this conclusion is based on the photoelectron spectra only. Time-resolved photoelectron images, such as those in Figure 8(a), contain an additional dimension of information in the angular domain, which was not commented on in the discussion in Section 6.1. The analysis of the images reveals that the evolution of the photoelectron angular distributions continues beyond the initial 700–800 fs timeframe. For example, it can be discerned by careful inspection of Figure 8(a) that the image obtained at a 1650 fs pump–probe delay is more anisotropic than the 550 and 2650 fs images. The persisting changes in the angular distributions suggest that the evolution of the electronic wavefunction continues even after the asymptotic energetic limit of $I_2^- \rightarrow I^- + I(\tilde{2}P_{3/2})$ photodissociation has been reached, within the experimental resolution. The key to deciphering these dynamics lies, therefore, in the time-resolved photoelectron angular distributions – not the energy spectra.

The quantitative analysis of the PADs, described in detail elsewhere, is summarized in Figures 8(b) and (c), which display the delay dependence of the anisotropy parameter $\beta_2(t)$, determined by fitting Equation (2) to the experimental PADs derived from the time-resolved 780 nm pump/390 nm probe photoelectron images. Both Figures 8(b) and (c) display the same $\beta_2(t)$ data, with (c) encompassing a broader delay range. In Figure 8(b), the anisotropy evolution $\beta_2(t)$ is superimposed with the time-resolved photoelectron
spectrum in order to emphasize the different time-scales inherent in the angular and energy domains. The error-bars on the plotted $\beta$ values represent the 95% confidence limits of the experimentally determined mean values. The higher-order moment $\beta_4$ in equation (2) is more susceptible to experimental noise, resulting in greater (compared to $\beta_2$) errors. Hence, only the $\beta_2$ values are plotted in Figure 8. However, the time-scales reflected in the time-dependent angular distributions are adequately represented by $\beta_2(t)$, and therefore reporting only these values is sufficient.

After the completion of the dissociation (at infinitely long delays), the photoelectrons originate from the $\Gamma^-$ fragment. Therefore, the alignment with respect to the pump laser polarization is no longer important in the asymptotic data due to the closed-shell, spherically symmetric electronic wavefunction of $\Gamma^-$, resulting in $\beta_4 = 0$. The second
moment, $\beta_2$, at long pump–probe delays is expected to converge on that seen in ‘static’ photodetachment of $I^-$ at the same probe wavelength. The latter is indicated in Figure 8(b) by a dotted horizontal line.\textsuperscript{108} The solid curve, drawn through the $\beta_2(t)$ data in Figure 8(b), emphasizes the anisotropy variation on an approximately 2.5 ps time-scale and is intended to guide the eye. The single, most important conclusion from comparison of the $\beta_2(t)$ data in Figure 8(b) to the asymptotic $I^-$ limit is that despite reaching the energetic limit and fairly large fragment separation, the photodetachment in the 1–2 ps delay window does not occur from a final, effectively isolated $I^-$ fragment. In fact, it takes about 2.5 ps for the $\beta_2(t)$ values to return to the value expected from $I^-$. A separate, relevant piece of the puzzle is found in the observation that the photodetachment anisotropy in the IBr$^-$ case (no equivalent centres) does not exhibit a variation on an extended time-scale under similar experimental conditions, leveling off at the asymptotic $I^-$ level much earlier in the dissociation process.\textsuperscript{135,136} Therefore, molecular symmetry resulting in the existence of two fundamentally indistinguishable electron emission centres in the dissociating $I_2^-$ anion is important to understanding the observed anisotropy evolution.

Building on the qualitative picture presented in Section 5.1, the dissociating $I_2^-$ has been described as a dynamic molecular interferometer with an effective arm-length $R$ tracking the dissociation progress.\textsuperscript{136} The excess electron in $I_2^-$, $I_A$ and $I_B$. In the present case, the $I_2^-$ $\sigma_u(5p)$ orbital, from which the electron detachment takes place, is described as a linear combination of the $5p$ orbitals of the two dissociating atoms, $I_A$ and $I_B$: $\sigma_u = c(5p_A + 5p_B)$, where $c$ is a normalization constant. The electronic state symmetry with respect to the operation of inversion is strictly conserved in quantum mechanics and, therefore, the coherently delocalized nature of the excess electron will be preserved, even over large internuclear distances, until an external perturbation scrambles the molecular eigenstates. (In a perfectly isotropic Universe with no external fields, such coherence has no theoretical limit.) As long as coherence is preserved, the electron detachment is subject to interference\textsuperscript{123} of two equivalent emission centres:\textsuperscript{142}

$$\left| \psi_f \right> = c_A \left| \psi_A \right> + c_B \left| \psi_B \right>,$$

where $\left| \psi_f \right>$ is the photodetached electron wavefunction, $\left| \psi_A \right>$ and $\left| \psi_B \right>$ are waves emitted from $I_A$ and $I_B$, and the expansion coefficients satisfy the symmetry requirement $|c_A| = |c_B|$. The separation between the two centres is generally described by a nuclear wavepacket. In the semi-classical approximation, it can be set to the value of $R$ obtained from the dissociation trajectory $R(t)$. The experimental observable, $\beta_2(t)$, tracks the variation in the relative phase parameter $R(t)/\lambda_e$, where $\lambda_e$ is the de Broglie wavelength of the emitted electrons. The $\sim 2.5$ ps period seen in Figure 8(b) and (c) then corresponds to $\Delta R \approx \lambda_e$.

Two dynamical time-scales are expected, in general, in a two-centre interference process: the de Broglie time-scale and the excess-electron localization time-scale.

**Delocalized-electron dynamics and de Broglie time-scale.** Inspection of Figures 8(b) and (c) reveals that the anisotropy parameter completes a full cycle of evolution in about 2.5 ps. A 2.5 ps delay corresponds to an approximately 36 Å separation between the two electron-emission centres, $I_A$ and $I_B$, which is remarkably similar to the de Broglie wavelength of the asymptotic ($eKE = 0.12$ eV) photoelectrons, $\lambda_e = 35.4$ Å. Therefore, $\tau_{dB} = 2.5$ ps, referred to as the de Broglie time-scale, couples the dynamics of nuclear
separation and electron emission. Neglecting the initial acceleration and assuming that the fragments separate with a constant relative speed, \( \tau_{db} \) is defined as the time, during which the fragments increase their separation by one unit of the effective de Broglie wavelength of the electrons emitted by the subsequent probe pulse. This interval corresponds to the period of interference fringes expected in \( \beta_2(t) \).

Since the probe wavelength is orders of magnitude greater than the length scales relevant in the experiment, the photodetachment transition is well described within the electric-dipole approximation. As long as the parent orbital preserves its ungerade symmetry, centres \( \text{I}_A \) and \( \text{I}_B \) in Equation (3) emit waves with equal amplitudes and the evolution of the PAD reflects the change in the relative phase of \( |\psi_A\rangle \) and \( |\psi_B\rangle \) observed in the far field. This symmetry-dictated behaviour distinguishes the dissociating \( \text{I}_2^- \) anion from \( \text{IBr}^- \). (In the latter case, the electron localizes on the \( \text{I}^- \) fragment, as soon as it is dictated by the diabatic excited-state wavefunction. In the absence of the \( \text{I}^- + \text{Br} \) and \( \text{I} + \text{Br}^- \) state degeneracy and quantum symmetry restrictions, the anisotropy variation occurs on the same relatively short time-scale as the energetic or spectral change.)

While in the coherently delocalized electron regime, the phase difference between the equal-amplitude \( |\psi_A\rangle \) and \( |\psi_B\rangle \) waves is determined, among other factors, by the electron wavelength \( \lambda_e \) and \( \text{I}_A - \text{I}_B \) separation \( R \). From Huygens’ point of view, adopted by Cohen and Fano,\(^{123} \) the anisotropy is expected to display periodicity with respect to \( R/\lambda_e \). The corresponding delay period should be \( \tau_{db} \). The expected periodicity is illustrated by the dashed line drawn through the \( \beta_2(t) \) data in Figure 8(c), which corresponds to the periodic function:

\[
\beta_2(t) = a + b \cos \left( \frac{2\pi R(t)}{\lambda_e} + \phi_0 \right).
\]  

(4)

This is a first-order, over-simplistic expression, which does not reflect the exact functional form expected for \( \beta_2(t) \). Most prominently, it fails to reproduce the decay in \( \beta_2(t) \) oscillations at \( t > 2.5 \) ps. This equation is intended to model only the underlying time-scale and periodicity. It does so by assuming a classical dissociation trajectory \( R(t) \), while \( a \) and \( b \) can be used as adjustable parameters to fit the equation to the experimental data.

The phase factor \( \phi_0 \) in Equation (4) accounts for any phase shift due to the interaction of the emitted electrons with the neutral fragments. If these interactions are neglected by setting \( \phi_0 = 0 \), the least-squares fit to the data in the \( t = 0 \) 3 ps range [Figure 8(c)] yields \( \lambda_e = 42.7 \pm 1.1 \) Å. This value is compared to the 35.4 Å de Broglie wavelength of the 0.12 eV photoelectrons. The observed discrepancy is not trivial and most likely stems from the neglect of the interactions between the photodetached electron and the neutral fragments. Indeed, the expected 35.4 Å wavelength is calculated in the far field, while the relative phase of waves \( |\psi_A\rangle \) and \( |\psi_B\rangle \) is most susceptible to the electron-neutral interactions in the near field. The effect of these interactions can be accounted for approximately by adopting a non-zero value of \( \phi_0 \) to account to the resulting phase-shift, in which case an adequate fit to the data in the \( t = 0 \) 3 ps range can be achieved with \( \lambda_e \) at its far-field value, 35.4 Å.\(^{136} \)

**Electron localization and decoherence.** The evolution of the anisotropy parameter in the time-revolved imaging measurement of \( \text{I}_2^- \rightarrow \text{I}^{-1/2} \cdot \text{I}^{-1/2} \rightarrow \text{I}^- + \text{I} \) photodissociation also reflects the change in the electronic wavefunction character from that corresponding to the
A’ $^2\Pi_{g,1/2}$ molecular state to that with the excess electron localized on one of the final fragments. In the single-electron picture, the wavefunction of the excess electron changes its character from the $\sigma_d(5p)$ molecular orbital (i.e. the doubly occupied HOMO of $I_2^-$ in the $A’^2\Pi_{g,1/2}$ excited state) to a $5p_A$ or $5p_B$ fragment atomic orbital. The importance of this character change in the time-resolved imaging experiments was pointed out by Neumark and coworkers\textsuperscript{10} who proposed that the localization mechanism is likely to involve external-field mixing of the symmetry-adapted molecular eigenstates of gerade and ungerade symmetry, such as $A’^2\Pi_{g,1/2}$ and $X^2\Sigma^+_u$. The field most likely responsible for the state mixing and eventual electron localization is the DC extraction field within the photoelectron imaging lens.

An estimate of the electron localization time-scale, $\tau_{\text{loc}}$, can be obtained as follows.\textsuperscript{136} For effective state mixing, the unperturbed $A’^2\Pi_{g,1/2}$ and $X^2\Sigma^+_u$ potential energy curves must come close enough for the splitting between them to be comparable to the energy difference between the $(I_A + I_B^-)$ and $(I_A^- + I_B)$ localized-electron states in the presence of the external field. While the field-induced perturbation is of the order of $H’ = eER$, where $E$ is field intensity, the $g–u$ energy splitting at large internuclear distances should scale as $\Delta E = C/R^4$, corresponding to the charge–induced-dipole interaction between the ionic and neutral fragments. The $C$ coefficient can be estimated from the known 0.8 meV splitting between the $A’^2\Pi_{g,1/2}$ and $X^2\Sigma^+_u$ states at $R = 13\,\text{Å}$, as determined by Neumark and coworkers\textsuperscript{10}, which yields $C = 23 \, \text{eV}\, \text{Å}^4$. Requiring $\Delta E \approx H’$ as a prerequisite for the state mixing, the transition to a localized-electron state is expected in the vicinity of $R \approx (C/eE)^{1/5}$. Under the experimental conditions that apply to Figure 8 (namely, $E = 40\,\text{V/cm}$), this corresponds to $R \approx 35.6\,\text{Å}$.\textsuperscript{136} By an unintended coincidence, this value is very similar to the de Broglie wavelength of the asymptotic photoelectrons, $\lambda_e = 35.4\,\text{Å}$. In 780 nm dissociation of $I_2$, $R = 35.6\,\text{Å}$ is reached at $\tau_{\text{loc}} = 2.5\,\text{ps}$, effectively coinciding with the previously obtained estimate for the de Broglie time-scale, $\tau_{\text{db}} = 2.5\,\text{ps}$. Although the de Broglie and electron-localization time-scales happen to be similar under the conditions of the $I_2^-$ experiment, they are quite different in their physical nature. While the de Broglie time-scale is defined by the photodissociation and photodetachment energetics, the localization time-scale depends on the external field and molecular potential details.

With the similar values of the de Broglie and localization time-scales, only the first cycle of the interference-induced anisotropy variation is expected (and seen) in Figure 8(c). Due to the low-power scaling of the localization time-scale with the external electric field strength derived above, $\tau_{\text{loc}} \propto E^{-1/5}$, the experimental control of this parameter is, unfortunately, not very good: for example, a twofold increase in the imaging field strength (e.g. from 40 to 80 V/cm) shortens the predicted value of $\tau_{\text{loc}}$ by only 15%. Given the experimental uncertainties, this change is rather small, which may explain why no significant difference was observed between the anisotropy trends in the data obtained with 40 and 80 V/cm imaging fields. However, future experiments with pulsed electron imaging fields are planned to test the field-induced symmetry breaking hypothesis. This approach may provide a way to compare the mixing effects of the external fields of finite (e.g. 40 V/cm) and near-zero strengths.

To summarize, the dissociation process in homonuclear diatomics is not necessarily complete when the peak in the time-resolved photoelectron spectrum reaches the asymptotic eKE value. This common perspective provided by energy domain time-resolved photoelectron spectroscopy does not take into account that for the reaction
to be truly complete, the excess electron must eventually localize on one of the fragments. In the process, it must lose any coherent phase relation with the neutral counterfragment. This transition does not occur on the same time-scale as the energy-domain changes, because it violates molecular symmetry and involves breaking the experimental indistinguishability of the two equivalent fragments, $I_A^{-1/2}$ and $I_B^{-1/2}$. Although the electron has an equal probability of localizing on either of the fragments, the resulting localized wavefunction no longer involves coherence of the two electron-emission centres. In other words, at long delays, the two dissociation limits, $I_A^{-1} + I_B$ and $I_A + I_B^{-1}$, contribute (equally) to the experimental observables without exhibiting quantum interference, because the coherent phase relationship between $|\psi_A\rangle$ and $|\psi_B\rangle$ in Equation (3) at these delays is lost (or, rather, transferred to a greater system including the external fields)$^{140,142,143}$.

To avoid possible misconception, we also stress that it is not the act of photodetachment (imaging) measurement that collapses the excess-electron wavefunction ($I_A^{-1/2} + I_B^{-1/2}$) to a localized atomic orbital ($I_A^{-1} + I_B$ or $I_A + I_B^{-1}$). From the quantum-theory point of view, an experiment collapses the wavefunction to an eigenfunction of the operator corresponding to the type of measurement involved. In photoelectron imaging, the measurement is the determination of the position of an electron impact on the detector. The corresponding eigenfunctions are delta-functions of lab-frame coordinates (see Section 2), not the $5p_A$ or $5p_B$ orbitals localized on one of the dissociation fragments. Therefore, the photodetachment probe is not the cause of the excess-electron localization.

The process of electron localization and inter-fragment decoherence can be described by a coherence function $T_c(t)$,$^{140,141}$ defined in the spirit of the generalized Cohen–Fano model (developed for the photoionization of symmetric molecules)$^{123,144,145}$:

$$T_c(t) = \frac{1}{1 + \exp\left(-\frac{(t - \tau_0)}{\Gamma}\right)}.$$  

(5)

This function is plotted in Figure 8(d), assuming empirically determined values of $\tau_0 = 3$ ps and the width parameter $\Gamma = 0.5$ ps. Note that $\tau_0 = 3$ ps is comparable to $\tau_{\text{loc}} = 2.5$ ps estimated above. The plot in Figure 8(d) can be interpreted as the time-dependent degree of either inter-fragment coherence or electron delocalization. The $T_c = 1$ value at short delays corresponds to a delocalized, coherent ($I^{-1/2} \cdots I^{-1/2}$) wavefunction of defined inversion symmetry (gerade, for the present case). The asymptotic value of $T_c = 0$, achieved at very long delays, describes the completely separated fragments, $I_A^{-} + I_B$ or $I_A + I_B^{-}$, with no coherent phase relationship between them.

Combining the effects of de Broglie periodicity and electron localization/decoherence, the $\beta_2(t)$ variation can be modeled as a periodic wave, whose oscillations are damped in accordance with the assumed coherence function. This approach is similar to that first discussed by Cohen and Fano$^{123}$ even though they considered different experimental observables. Assuming the $T_c(t)$ function plotted in Figure 8(d), the model outcome is shown as a solid curve in Figure 8(c). (In comparing the model prediction to the $\beta_2(t)$ data, the $\tau_0$ and $\Gamma$ parameters in Equation (5) were adjusted to match the experimental observations.) It is reassuring that the decoherence time $\tau_0 = 3$ ps matches quite closely the 2.5 ps estimate for the electron localization time-scale obtained above by considering the expected $g$ and $u$ potential scaling and the dipolar interaction with the external field. The overall agreement between the model and the experiment, seen in Figure 8(c),
indicates that the photodetachment of electrons from the dissociating $I_2^+ \rightarrow (I^{-1/2} \cdots I^{-1/2})_g \rightarrow I^- + I$ system can indeed be modeled as a dynamic molecular interferometer, while using physically meaningful model parameters.

The de Broglie wavelength effect. In closing, it is instructive to examine the 780 nm pump – 390 nm probe results for $I_2^-$ dissociation\textsuperscript{136} in light of the findings by the Neumark group, who used a similar 793 nm excitation wavelength, but probed the dissociation process with the more energetic 265 nm photons.\textsuperscript{10} The similarity of the pump wavelengths in the two cases implies similar dissociation dynamics following the excitation to the $A^2I_g,1/2$ state of $I_2^-$ see Figure 7(a, left). No other states are expected to be involved and the asymptotic $I^- + I$ fragment separation speeds for the 780 and 793 nm excitations are estimated as 13.3 and 13.0 Å/ps, respectively, indicating only a minor difference between the two experimental regimes. The time-resolved photoelectron energy spectra reported by the two groups\textsuperscript{10,131,136} confirm these predictions. Indeed, the most relevant distinction between the 780–390 nm and 793–265 nm time-resolved photoelectron spectra is the difference in photoelectron kinetic energies, attributed to the higher probe photon energy in the latter case. With this caveat, the 390 and 265 nm probes employed in the two experiments sample basically the same dissociation dynamics.

However, a rather different perspective is gained by comparing the 780–390 nm and 793–265 nm time-resolved PADS. Plotted in Figure 9(a) are the evolutions of the anisotropy parameter $\beta_2(t)$ observed in the two regimes. Shown as solid black circles is the 780–390 nm dataset of Mabbs et al.,\textsuperscript{136} reproduced from Figure 8. Triangles are the 793–265 nm data of Davis et al.,\textsuperscript{10} with the white and grey symbols representing two independent runs under similar experimental conditions. The figure suggests very different parameters $\beta_2$.

Figure 9. (a) The evolutions of the anisotropy parameter $\beta_2(t)$ observed in two independent time-resolved photoelectron imaging studies of $I_2^-$ photodissociation. Solid black circles: the 780 pump – 390 nm probe data of Mabbs et al.,\textsuperscript{136} reproduced from Figure 8. Triangles: the 793 pump – 265 nm probe data of Davis et al.,\textsuperscript{10} with the white and grey symbols representing two independent runs under similar experimental conditions. The dashed horizontal lines indicate the asymptotic $\beta_2$ values expected for the final $I^-$ fragments at the respective probe wavelengths. (b) The same $\beta_2$ data as in (a), but plotted as functions of the relative phase parameter $\phi = R/\lambda_e + \phi_0$, as defined in the text. Note that different vertical scales are used for the 780 pump – 390 nm probe data\textsuperscript{136} and 793 pump – 265 nm probe data\textsuperscript{10}.
behaviours of the photoelectrons detached from essentially the same $I_2^\rightarrow I^- + I$ system by the 390 and 265 nm probe pulses.

The overall distinction in the $\beta_2$ values between the two experiments is expected due to the different eKEs resulting from the 390 and 265 nm probe photons. The dashed horizontal lines in Figure 9(a) indicate the $\beta_2$ values for the photodetachment of $I^-$ at the corresponding probe wavelengths. These limits represent the asymptotic anisotropies expected in the photodetachment of the final $I^+ + I$ fragments at long pump–probe delays. The most striking and revealing observation in Figure 9(a) is the significant (about a factor of 4) difference in the time-scales of $\beta_2(t)$ variation observed with 390 and 265 nm probe pulses. Naively, this difference might be seen as implying much faster dynamics in the dissociation sampled with the 265 nm probe, compared to 390 nm. This conclusion is in conflict with the common-sense expectation that it is, essentially, the same dissociation process that is being sampled in both the 780–390 nm and 793–265 nm experiments, regardless of the probe wavelength.

The results of the two experiments summarized in Figure 9(a) are easily reconciled using the dual-centre interference picture. As the first hint, the transient maximum at $t = 650$ fs in the Neumark group data corresponds to an internuclear separation of about 11 Å, which compares quite favourably with the 9.7 Å de Broglie wavelength of the 1.6 eV eKE photoelectrons generated by the 265 nm probe. Hence, in this case too, the dissociation and electron emission dynamics appear to be coupled by a common characteristic parameter, the de Broglie wavelength of the photoelectrons. Within the dynamic interferometer description, the two datasets should be compared as functions of the interference parameter $R/\lambda_e$, rather than pump–probe delay $t$. Since the fragment separation speeds are similar in both cases, the slower $\beta_2(t)$ evolution seen in Figure 9(a) for a 390 nm probe, compared to 265 nm, reflects a longer (by a factor of 3.6) de Broglie wavelength of the 390 nm photoelectrons ($\lambda_e = 35.4$ Å vs. 9.7 Å).

In a more quantitative fashion, this point is made in Figure 9(b), where the 265 and 390 nm time-resolved $\beta_2$ data are plotted as functions of the relative phase parameter, defined as $\phi = R/\lambda_e + \phi_0$. The additional phase correction, $\phi_0$ is added here to the standard interference term $R/\lambda_e$ to account for any phase shift experienced by the photoelectrons due to their interaction with the neutral fragments. The interaction-induced phase shift is expected to be dependent on de Broglie wavelengths and, therefore, the probe photon energy, necessitating the inclusion of $\phi_0$. However, this additional phase results in a shift of the $\beta_2(\phi)$ data along the horizontal axis, while the main conclusion drawn from Figure 9(b) remains unaffected: namely, both the 390 and 265 nm datasets exhibit $\beta_2$ variations occurring on similar scales with respect to the relative phase and, therefore, $R/\lambda_e$.

For more striking visual comparison, the 265 and 390 nm $\beta_2$ values in Figure 9(b) are plotted on separate vertical scales, shown on the left and right vertical axes, respectively. However, we stress again that the absolute values of $\beta_2$, on average, reflect mainly the corresponding eKEs. The difference between 265 and 390 nm results in the distinct asymptotic (long delay) values of $\beta_2$, as indicated by the dashed horizontal lines in Figure 9(b), similar to Figure 9(a). The dynamic interferometer model does not predict the absolute $\beta_2$ values. It does, however, correctly describe the (damped) periodic variations in $\beta_2$, which occur with the same phase (rather then time) period, regardless of the probe wavelength used.
Broader perspective. Thus, when normalized by the de Broglie wavelengths, the evolution of time-resolved photoelectron anisotropy in homonuclear diatomic dissociation reflects the same $R/\lambda_e$ dependence, regardless of specific experimental conditions. From an even broader perspective, symmetry and symmetry breaking play important roles in quantum dynamics (see Refs.\textsuperscript{142,143} for another recent example). The dynamic interference discussed here in the homonuclear diatomic anion context is also a general phenomenon, related by Fourier transform to electron scattering and diffraction in the energy domain.\textsuperscript{123,141,146} Conceptually, the described effect is similar to the interference observed in the energy domain in the free-electron waves generated by a pair of identical, delayed femtosecond laser pulses,\textsuperscript{147} as well as atom waves generated in the dissociation of neutral diatomics.\textsuperscript{148}

The choice of I$_2$ for the experiments described in this Section has been dictated by its convenient spectroscopic properties and the large body of previous work on this system, which enabled this work to focus on the physical phenomena, rather than the characterization of the molecular system itself. However, the fundamental property underlying the effect of interference in bond dissociation is rather general – it is symmetry, and not necessarily of the inversion type. The effects described here depend, ultimately, on the existence of two (or, in principle, more) isoenergetic electron emission centres. Therefore, similar issues may arise in a multitude of dimer systems, not necessarily anionic, with neutral (NO)$_2$ being a prominent recent example.\textsuperscript{120,149–151}

Looking into the future, we note that dual-centre interference is sensitive not only to the de Broglie wavelength of the photoelectrons and features of the dissociation potential, but also the interactions of the departing electron and the remaining molecular skeleton.\textsuperscript{136} Hence, the experiments targeting such interference effects have the potential of delivering details of molecular electronic structures and their transformations in chemical reactions, as well as other types of interactions. This potential is not, by any means, limited to I$_2$ used here as a favourite model case.

7. Summary

Photoelectron imaging can be thought of as a quantum photographic technique, focusing on experimental manifestations of quantum mechanics in chemical structures and reaction dynamics and tackling the interplay between electronic and nuclear motions. The images and the interpretative models being developed in the field go beyond current microscopic techniques (such as those in nanotechnology) to provide a conceptual view of bonding structures, which ultimately hold matter together at the most fundamental level. These experiments, therefore, reveal the essence of intra- and inter-molecular interactions and chemical change, relevant to all areas of physical sciences.

The work described here focused on negative ions. In addition to their applied and fundamental importance, anions stand out relative to neutral molecules in that their reactivity is affected much more by interactions with the environment. These interactions are particularly relevant in chemistry, as the diffuse nature of anionic orbitals often renders the excess electron an active player in chemical dynamics and a sensitive probe thereof.

The goals of the photoelectron imaging experiments on negative ions can be summarized as threefold. First, the ‘static’ (one-photon) measurements aim to characterize the anion electronic structure and photodetachment dynamics. Second, the time-resolved
experiments target the electronic transformation effects and excited-state dynamics, observing the bond-breaking in (mostly) unperturbed, isolated molecular anion systems. Third, these structural effects and dynamical processes are examined in microscopic environments, using cluster anions as well-defined study systems. To this end, the combination of photoelectron imaging with well-established dual time-of-flight photofragment mass-spectrometry is presently emerging as a powerful multi-pronged tool for studying the mechanisms of molecular-level interactions controlling the outcomes of chemical reactions, generally described as solvent-enabled and solvent-controlled chemistry.

The future is expected to bring further development of different aspects of the imaging technique and its application to negative ions, including extremely high-resolution imaging, slow photoelectron imaging, multiphoton imaging (including its strong-field variant), imaging of pre-aligned molecular anions, many-body coincidence imaging, to name just a few promising directions. Femtosecond pump–probe photoelectron imaging, particularly its applications to solvated cluster anion systems, is likely to remain at the forefront of the field of time-resolved reaction dynamics.
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